International Journal on Vol.7 (2017) No. 1
. ISSN: 2088-5334

Advanced Science

Engineering

Information Technology

Decision Tree Model for Non-Fatal Road Accident Injury

Fatin Ellisya Sapfi Nur Shuhada NordfnSiti Maisarah HasdnWan Fairos Wan YaacabSyerina Azlin
Md Nasir

#Faculty of Mathematical Science and Computer, Universiti Teknologi MARA, 15150 Kota Bharu, Kelantan, Malaysia
E-mail: fatin_ellisyal7@gmail.com,nurshuhada_wada93@yahoo.com,uchisaramai@gmail.com

"Faculty of Mathematical Science and Computer, Universiti Teknologi MARA, 18500 Machang, Kelantan, Malaysia
E-mail: wnfairos@kelantan.uitm.edu.my, syerina@kelantan.uitm.edu.my

Abstract— Non-fatal road accident injury has become a great concern as it is associated with injury and sometimes leads to the
disability of the victims. Hence, this study aims to develop a model that explains the factors that contribute to non-fatal road accident
injury severity. A sample data of 350 non-fatal road accident cases of the year 2016 were obtained from Kota Bharu District Police
Headquarters, Kelantan. The explanatory variables include road geometry, collision type, accident time, accident causes, vehicle type,
age, airbag, and gender. The predictive data mining techniques of decision tree model and multinomial logistic regression were used
to model non-fatal road accident injury severity. Based on accuracy rate, decision tree with CART algorithm was found to be more
accurate as compared to the logistic regression model. The factors that significantly contribute to non-fatal traffic crashes injury
severity are accident cause, road geometry, vehicle type, age and collision type.
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this paper will develop a predictive model using a decision
|. INTRODUCTION tree to examine factors that can cause road accident severity
r1focusing on road geometry, collision type, accident time,

Road accident has become a major issue of concer . ) S .
worldwide. World Health Organization stated that road ?‘Cc'de”t causes, vehicle type, victim's age, airbag, types of

accident has resulted to 4.8 million of injury worldwide. Mury and gender factor. The findings of the research are
There will be 1.25 million people killed by the year 2020 [1]. beneficial to all related parties including Road Transport
The mortality due to road accident is ranked third after the P€Partment, Royal Malaysian Police and Public Work
disease of circulatory system and cancer which are placed dpePartment

first :_md second ranI_<§ re;pectively [2]. Rogd ac_cidentA_ Related Work

severities can be classified into several categories which are This section highlights the review on the previous study

no injuries, slight injuries, and serious injuries. of the road accident models and factors. This chapter also

Road accident has also become one of the contributing. -
. o iscussed some of the mining models that are commonly
factors towards death for Malaysian. Malaysia is ranked at ; : , e -
used in dealing with non-fatal injury severities.

20th in the road accident case leaving Namibia, Iran, and

Thailand as the top three nominators respectively [3].B. Factors Affecting Road Accident Severity
Focussing on a single district in Kelantan, Kota Bharu is There are several factors found to be related to road

ranked third for the city with the highest population in ; ; - ;
Kelantan. Based on the Department of Statistic Malaysia, theacudents. The factors ranging from the collision type which

L ) ; includes collision from right-angle, sideswipe, rear-end,
population in Kota Bharu has increased to 491237 in 201O'front and unknown. The gothergfactors arep the time of
As the number Cif Veh'CIef éntcrgases, th(?rhroac]icf a(t:.czlden ccident, accident cause, driver age and vehicle type. All
OCcurrénces are aiso expected 1o increase. The efeciVene§gaqe taciors can be categorized into several groups such as
of road safety campaigns has not yet been proven [4]. In

Malavsi ifically in Kelant h h it human factors, vehicle factors, demographic factors,
aiaysia, speciiically i Relantan, the research regarding o, i-onmental factors and many more. Human factors such
non-fatal injury severity on road accident is limited. Thus, to

dd the minister of t ati dina th g .as driving license and safety belt are the determinants of
address the minister ot transportation regarding thé Neeas . ;jents in Iran [5]. Seatbelts can help to prevent certain
reducing accident cases, more research must be done. Thus,
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injury and fatality towards the vehicle occupant [6]. approach on road accident in the study of road traffic
Therefore, this study focuses on human factors andaccidents modelling [23]. The applications of Classification
environmental factors. and Regression Trees (CART) and Multivariate adaptive
The human factor can be divided into two categories Regression Splines (MARS) were developed in that study.
which are human error and driver’'s characteristic. Human Data mining appears as a useful tool to address the need for
factors have been a part of the road safety problem [7]. Thegetting useful information such as hidden patterns from
factors of age, gender and driving behaviour such asdatabases. Hence, this is the reason for them in applying data
speeding contribute to road accident injury severity [8]-[10]. mining rule in the study. Decision tree which is developed
Age significantly influences road accident [11]. through data mining can be used for predicting future
Another factor that contributes to road crash is road decision making. Moreover, data mining technique was also
geometry, which is commonly being referred to as location used to link recorded road characteristics to accident severity
and condition of the road. The factors of road accident suchin Ethiopia [24].
as lighting condition of the road and time of accidents
(day/night) are some of the factors that contribute to a road [I. MATERIAL AND METHOD
accident. Junction, intersection, horizontal slope, and curve
are significant factors that contribute to it [12]-[14]. The
previous researchers reported that the possibility of a roa
accident to occur is high if the road is not straight.
Vehicle type is also one of the factors that contribute to
the occurrence of the road accident. The mass in the ca

plays the i_mportant role in reducing t_he driver's frontal crash 245 observations (70% of the total observations) for training
[15]. Vehicle types can be_ categorized as small passenge§amp|e, while validation sample is only 105 observations
car, large passenger car, pickup truck, taxi and others as th%o% of the total observations). SAS Enterprise Miner

category for vehicle type. In 2014, the highest number of \y g qtation 7.1 was used to build logistic regression model
vehicles involved in road accident severity in Britain is car and decision tree model.

with 195576 cases, followed by motorcycle with 21378
cases and lastly other types of vehicles with 20146 cased\. Data Collection Method

[16]. In this study, the data was collected from Kota Bharu

C. Application of Data Mining Techniques in Road Accident District Police Headquarters, Departments of Traffic
. . regarding the accident occurrences that had been reported.
The literature on models developed for road accident ca

b ing f logisti ) del q he data contained 350 samples from the year 2016. The
€ csjeienora:jr?glr?? rom logistic regression dmo € tol coupt alariables that the researchers had studied totally depended
model. Ordinal logistic regression Is used to analyse factors,, evious studies and the availability of the variables from
associated with higher level of injury severity [17]-[18].

- .2 . > L the traffic police. Only accident that has been reported in
Logistic regression is well suited for defining and verifying 'c po' y I P !

h h b " b : I|<ota Bharu was examined.
ypotheses  about associations between a categorical 1o rasearchers obtained the data on the ‘Statistics of

response variable and one or more categorical or Cominuoui\ccidents’ which summarized the number of accidents

predictor variables [19]. according to the district, level of injuries, causes of accident

In other cases, panel count model is applied by developingand types of vehicle from January 2012 to September 2015.
the negative binomial model which is related to the effect of As the traffic department in Kota Bharu had not done any
mfrastructure__ [29] and demographic _Change on _traff|c- esearch on non-fatal road accident injury severity modeling,
related fataliies and crashes [ZQ]'. This approach IS US€Ghe variables that we need were not yet being summarized
because the da_ta that they have IS In the form of time SeMe3And it was still in the report form. Based on the accident’s
and cross-sectional data. In addition, the study on roadi . the researchers identified the important variables and
accident is always related to the models like Pooled P0issoN.gqed all of the variables based on how the data have been
Fixed Effects Poisson and Fixed Effect Negative Binomial categorized. Therefore, this study used the dependent
[21]. Besid del v the devel ¢ variable of type of injury. There were 8 independent

esides count model, recently, the development of a,5ap1es examined in this research which included road

predictive model on the basis of data mining technique hasgeometry, collision type, accident time, accident causes,

been widely used. The classification and regression tre€anicle type, victim's age, airbag, and gender. Table 1 shows
(CART) model of the decision tree are used to find the mostyy summary of the data description.

significant determinants influencing the injury severity in
Iran [22]. The technique of data mining is also used as an

This section discusses the methodology being applied in
his study. This section includes a description of data
ollection method. The target variables are coded into three

categories: 1 = no injury, 2 = minor injury and 3 = serious
injury. The sample data set was divided into two parts which
re training part and validation part. The researchers have set

64



TABLE |
DESCRIPTION OFDATA

Variables | Description | Type Categorical
Y Types Categorical 1 No Injury
of 2 Minor Injury
Injury 3 Serious Injury
X1 Road Categorical 1 Straight
Geometry 2 Bend
3 Roundabout
4 Junction
5 Unknown
X2 Collision Categorical 1 Right angle side
type 2 Side swipe
3 Rear end
4 Front
5 Unknown
X3 Accident Categorical 1 Midnight/early morning (0000-0559)
time 2 Peak hours (0600-0959; 1559-1959
3 Non-Peak hours (1000-1600)
4 Evening (2000-2359)
X4 Accident Categorical 1 Speed
causes 2 Run red light
3 Follow to close
4 Overtake
5 Careless
6 No signal
7 Unknown
X5 Vehicle Categorical 1 Motorcycle
type 2 Car
3 MPV
4 Others
X6 Age Integers (Years)
X7 Airbag Categorical 1 Yes
2 No
X8 Gender Categorical 1 Male
2 Female

among the logistic regression. The seven types of logistic
regression are shown in Table 2 as follows:

TABLE Il
DESCRIPTION OFLOGISTICREGRESSIONVIODEL TYPES

B. Multinomial Logistic Regression

Logistic regression is a statistical method for analyzing a
dataset with one or more independent variable. It allows the
researcher in predicting a discrete outcome from a set of

variables that may be continuous, discrete and dichotomousg

Model Type

Description

or a mix of any of these. The goal of logistic regression is to| i) LR Main Includes in the model all sets of the

describe the relationship between a binary dependent ii) LR Inter variable used.

variable and a set of explanatory variable. The binary | i) LR Poly : :

dependent variable is a variable that consists of two possiblg !) LR Main Inter \ All two factors interaction for class

outcomes which are success or failure and both are usually ') LR Main Poly | variable sets used were included in this
. . . . iii) LR Inter Poly | part

denoteo_l as 0 and 1 _respectl_vely. Mqlt|_nom|al Ioglstlc i) LR Main Poly Term includes in the model

regression is an extension of binary logistic regression. It| |yier poly polynomial terms up to the degree

deals with more than two categories of dependent variables
When considering this type of regression, the assumption of]

specified for all interval variables used.
Poly Degree: specifies the polynomial

normality, linearity, and homoscedasticity are not to be taken
into account [25]. In this study, the dependent variable is the
type of injury which was divided into three naturally
unordered elements; no injury, slight injury and serious In each of these seven types of logistic regression, the
injury. We have partitioned the data into a training set andMisclassification Rate and Average Squared Error were
validation set which included 70% and 30% respectively. compared in order to obtain the best model among them. If
The model is said to be significant if p-value for likelihood there was overfitting detected in both Misclassification Rate
ratio Chi-Square is less than 0.05. For the variable to beand Average Squared Error, the model was not considered as
significant, the p-value of Wald Chi-Square must also be lessgood and vice versa. Since it is difficult to decide which
than 0.05. We have run seven types of the logistic regressiormodel is better to be applied to this data set, the researcher
model in order to choose the best predictive modelling performs a model comparison based on another approach
which is based on accuracy rate. From accuracy rate, the

degree when the term was included in the
model
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model is said to be over fit and cannot be chosen asevaluate the performance of the model. A model predicts the
predictive modelling if there was a large gap between thetarget value accurately and easily to generate a given set of
training set and validation set. Hence, from the accuracy rateraining data. However, this model would only be able to
the best model was obtained and odds ratio based on thipredict the training data accurately. Hence, to overcome this
best model was interpreted. The odds ratio is the odds ofssue, SAS Enterprise Miner is designed to use a validation
particular outcomes relative to the odds of another outcomedata set which functions as gauging model performance. The
It is also a way of comparing whether the odds of a certainpartitioning set 70% of the total observations as training set
outcome is the same for two different groups. The odds ratioand 30% of the total observations as a validation set.
is one of a range statistics used to assess the risk of particular The decision tree models developed are based on five
outcomes if a certain factor is present [26]. It is also a different splitting criterion of Gini, Entropy, Log Worth,
relative measure of risk, telling us how much more likely it CART (Classification and Regression Trees) and CHAID
is that someone who is exposed to the factor under study will(Chi-Square Automatic Interaction). The first model being
develop as compared to someone who is not exposed. Thdiscussed is decision tree based on Gini as a splitting
odds of an event happening is the probability that the eventcriterion. Gini is one of the popular splitting criterions since
will occur divided by the probability of an event not to occur. it is also being used by biologist and ecologist studying
The equation of odds ratio for the cross-sectional case campopulation diversity. It gives the probability that two items

be like this: chosen at random from a particular population are in the
PGL similar class. In addition, the measure of a node in the Gini

Odds for group 1 =—— (1) is the sum of squares of the proportions of the classes in the

1-PGL node and a perfectly pure node has a Gini score of 1. Next is

Odds f . PG2 ) the decision tree based on Entropy reduction or also known
s forgroup 1_ PG2 @ as information gain as a splitting criterion. The information

gain defines purity in a similar way as machine learning does.
dThis means that if a leaf is entirely pure, then it is easy to
describe the classes in the leaf. On the other hand, if a leaf is
highly impure, then describing it is quite complicated. They
Odds ratio = Odds ratio for group 1/0dds ratio for group 2 (3)also defined that the entropy for a node i_s the sum of all f[he
target values in the node of the proportion of records with
particular value multiplied by the base two logarithms of that
proportion. Perfectly pure nodes of entropy have a lower
score which is zero. The third model in the decision tree is
Odds ratio = 1; Indicates that there is no difference betweenLngorth' Logwprth and the two pr_evious splitting <_:riteria_
the groups which means there is no association between th pply to categ_onc_al targets. This suits the target v_anables n
suggested exposure and the outcome. this study which is categorized as a nominal variable. Th_e
Odds ratio > 1; Indicates that the odds of exposure aretV0 researc_hgrs stated th_at_ Logworth comput_ed the Chi-
positively associated with adverse outcome compared gooquare statistics of association betweerj the_ binary targets
odds of not being exposed. a_nd all potential splits of each competing input. So, the
Odds ratio < 1; Indicates that the odds of exposure arehIgheSt score wouId_ _be t.he purest node. The last two models
negatively associated with the adverse outcome compared tgre CART. (Classification :_;md Regrgssmn Trees) and
the odds of not being exposed. CHAID (Ch|—_ngar(=T Automatic Inte_racnon Detector). Both.
models are similar in terms of pruning approach. Pruning is
C. Decision Tree the process of cutting away leaves which are proven to lead
A decision tree is a hierarchical collection of rules that © @n unstable split. CART is one of the most important and

describes how to divide a large collection of records into POPUlar data mining tools. It turned out to be a powerful
successively smaller groups of records [27]. Decision treesmethod for dealing with prediction and classification
are one of the most powerful directed data mining techniquesProPléms when dealing with large variables and observations.
because it can be used on such a wide range of problems arResides, CART is technically known as dichotomous
they produce models that explain how they work. It is not recursive part|t|on|ng because parent nodes are always split
only used for categorical target variable but also for exactly_lnto two child nodes. The rgsearcher also stated that
continuous target variables although multiple regressions ard>ART is the most advanced decision-tree technology for
more suitable for such variable. They also explained thatdata analysis, pre-processing and predictive modelling.
decision will algorithms automatically determines the most Finally, CHAID algorithm is to test whether the distribution
important variables and sorts the observations into theOf validation set differs from the distribution of training set

correct output category when given a set of independentresun- After testing on the training set an_d validgtion set,
variables and a target variable. both sets are then compared based on confidence interval.

There are five different types of decision tree model ~The model developed was evaluated based on several
developed in this study. The models included Gini, Entropy, itéria. One of the model assessment methods is based on
Logworth, CART and CHAID. The researchers go through m|scla55|f|cat|(_)n rate. Mlsclassmca_ltl_on rate is the fraction of
the data cleaning to make sure no unwanted values exist i§2s€s for which the wrong decision was made and the

the data set. Next, the data was partitioned into a training seProportion misclassified is calculated for both training and
and validation set. The rational of partitioning the data is to validation data sets [28]. Predicted value is generated from

where PG1 = Odds of the event of interest for group 1 an
PG2 = Odds of the event of interest for group 2. Therefore;

Interpretation of the Odds Ratio:
Interpretation of the Odds Ratio:
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the proportion of cases with the primary outcome in eachactually resulting in a large gap between the training set and
terminal leaf. So, the average squared errors are thevalidation set. Hence, these four models are not good to be
deviation between prediction and actual result is squared andhosen as a predictive modelling for this set of data.
averaged across each leaf node. The last model assessmeFiherefore, the researchers concluded that LR Main is the
being measured is accuracy rate. Accuracy rate is thebest model for logistic regression since it had the highest
proportion of the total number of predictions that were percentage of accuracy as compared to LR Poly and LR
correct. It can be simply calculated by adding the true Main Poly even though there is slightly overfitting on that
positive rate and the true negative rate, then divided by theparticular model. In Table 5, the value of odds ratio and its
sum of true positive and negative rate and false positive andnterpretations were summarized based on the significant
negative rate. All three model assessments which arecategory for each significant variables.

misclassification rate, average squared error and accuracy TABLE IV

rate were Observed tO Il’ldlcate Whether the mOde| |S SUMMARY OF LOGISTICREGRESSIONRESULT

underfitted or overfit. Underfit occurs when the model

performed better than the validation set and performed Model _ Accuracy Rate (%)
poorly in the training set. This situation should be totally LR Main \-I;gi'ggl%n gg'gé
rejected. In contrary, overfit is a condition when a model is Training 92'18
overly accommodating nuances of the random noise in the | LR Inter validation 5700
particular sample. Trainin 56.00
LR Poly Validation 52.34
I1l. RESULTS ANDDISCUSSION . Training 93.00
; ; it ; ; LR Main Inter Validation 60.74
In this section, the results of predictive modelling using Training 66'26
logistic regression and decision tree are presented. LR Main Poly validation 57.00
A. Logistic Regression Result LR Inter Poly $§;3$%n gg-g%
Out of 350 road accident cases in Kota Bharu, the _ Training 93.83
researchers have set 70% or 245 cases as the training set] LR MainInter Poly |\, .. .- 60.75
While another 30% or 105 cases were set as a validation set
before the analysis were run. Then, from the analysis [30], TABLE V
the researchers obtained the likelihood ratio chi-square of TABLE OF ODDSRATIO
98.1845 with p-value < 0.05 indicating that the logistic Odds
regression model is significant. Thus, this indicates that at Variables Ratio | nterpretation
least one independent variable is a significant predictor o The odds of being categorized as|a
road accident injury severity. Table 3 shows the Wald chi- serious injury for following too
square tests. Acc_cause3 3| 3.408 close are 2.408 times higher than
unknown.
PVALUE JFA \;'VI;\IEDI IngI_SQU ARE The oolld.s of being ca;egorized asja
: Acc cause3 2| 4.03| Minorinjury for following too
Independent Variables | P-Value - close are 3.063 times higher than
Age 0.17 unknown.
Accident Causes 0.05 The odds of being categorized as|a
Accident Time 0.57 Acc_cause4 3| 0.191 | serious injury for overtaking is
Airbag 0.77 0.809 times lower than unknown.
Collision Type 0.28 The odds of being categorized as|a
Gender 0.47 Acc_cause4 2| 0.157 | minor injury for overtake is 0.843
Road Geometry 0.26 times lower than unknown.
Vehicle type 0.00 The odds of being categorized as|a

Acc_cause5 3| 3.191| serious injury for carelessness are
2.191 times higher than unknown.

From the results obtained, only 2 independent variables

are significant or at least one category for each variable is The odds of being categorized asa
L . ) ) Acc_cause5 2| 4.645 | minor injury for carelessness are
significant which are accident causes and vehicle typegs 3.645 times higher than unknown.
because both are having a p-value < 0.05. In addition, the The odds of being categorized as|a
researchers had run 6 types of logistic regression model serious injury for motorcycle are
namely LR Main, LR Inter, LR Poly, LR Main Inter, LR | VeN_typel 3 | 4671 | 571 s higher than the other
Main Poly, LR Inter Poly and LR Main Inter Poly. The types of vehicle.
rational of running these 6 types of the logistic regression The odds of being categorized as|a
model is to obtain the best predictive modelling for the datal /e, type1 2 | 11.374 MNOTINjUry for motorcycle are
set used. Table 4 is the summary of logistic regression  — 10.374 times higher than the othe
types of vehicle.
results. _ :
The odds of being categorized as|a

From Table 4, it clearly shows that LR Inter, LR Main serious injury for car is 0.507 timek
Inter, LR Inter Poly and LR Main Inter Poly have the | Veh type2 3 0.493 | | ot than the other typés of
greatest over fit since all of them had a large rate on training vehicle.
set but poorly performed on the validation set. These ar
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B. Decision Tree

There are five types of decision tree algorithms used in
this study which are the Gini, Entropy, Logworth, CART
and CHAID. All the five types of decision tree model were

geometry is either straight/junction, the collision type is eithe
right angle side/side swipe, the age of victim is greater than
equal to 21.5 years and the accident cause is either speed/r
light/follow too close/careless.

=

or
un red

compared based on the Average Squared Error ang
Misclassification Rate first. From the evaluation,

LOGWORTH was under fit based on Misclassification Rate
and CART was under fit based on Average Squared Error,
Hence, both of the decision tree models were excluded from

6. The road accident occurrence will lead to minor injury
when the vehicle type is motorcycle, the road geometry is ei
straight/junction, the collision type is either side swipe/front,
age of victim is less than to 36.5 years and the accident cau
either speed/run red light/follow too close/careless.

ther
the
se is

being chosen as the best predictive model. Therefore, GINI
ENTROPY and CART were evaluated using accuracy rate in
order to find the best predictive modelling among them.
Table 6 summarizes the accuracy rate for the three decisio
tree models applied on the training and validation sample.

TABLE VI

7. The road accident occurrence will lead to serious injury
when the vehicle type is either car/MPV/others, the road
geometry is junction, the collision type is either rear end/fron
the age of victim is greater than or equal to 21.5 years and t
accident cause is either speed/run red light/follow too
close/careless.

—

n
ne

SUMMARY OF DECISIONTREERESULTS

8. The road accident occurrence will lead to serious injury

Model Accuracy Rate (%) when the vehicle type is either car/MPV/others, the road
Gini Training 69.78 geometry is straight, the collision type is either rear end/ffront,
Validation | 59.62 the age of victim is greater than or equal to 21.5 years and the
Entropy J;ﬁ:jn;:}gn g?g; accident cause is either speed/run red light/follow too
CART | Training | 70.50 close/careless.
Validation | 64.42 9. The road accident occurrence will lead to serious injury
when the vehicle type is motorcycle, the road geometry is either
Hence, the researcher can conclude that the best straight/junction, the collision type is either side swipeffront, the
predictive model to predict the types of road accident injury | age of victim is greater than or equal to 36.5 years and the
severity in Kota Bharu is CART. The CART model is still | accident cause is either speed/run red light/follow too
acceptable even though there is slightly over fitting. CART | close/careless.
also found that two variables are significant which are 10. The road accident occurrence will lead to serious injufy
accident causes and vehicle types. Fig. 1 is the output of th¢ when the vehicle type is motorcycle, the road geometry is either
decision tree for CART. The output shows that the most| straight/junction, the collision type is either side swipe/front, the

important variable is accident cause. Besides the above
output, decision tree also obtained the English rule. The

* age of victim is greater than or equal to 41.5 years and the
accident cause is either speed/run red light/follow too

English rule is too complicated to be displayed. Hence, the
only interpretations of it are presented in Table 7.

TABLE VII
ENGLISH RULES FORCART

1. The road accident occurrence will lead to no injury when {
accident cause is overtaking.

2. The road accident occurrence will lead to serious injury w
the road geometry is bending and the accident cause is eith
speed/run red light/follow too close/careless.

3. The road accident occurrence will lead to minor injury whg
the vehicle type is either car/MPV/others, the road geometry
either straight/junction, the age of victim is less than 21.5 ye
and the accident cause is either speed/run red light/follow to
close/careless.

4. The road accident occurrence will lead to minor injury
when the vehicle type is motorcycle, the road geometry is ei
straight/junction, the collision type is right angle side or the
accident cause is either speed/run red light/follow too
close/careless.

5. The road accident occurrence will lead to serious injury
when the vehicle type is either car/MPV/others, the road

hen
er

is
ars

[=]

ther
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close/careless.

C. Model Comparison

The comparison of LR Main and CART model is
summarized in Table 8.

TABLE VIII
SUMMARY OF LR MAIN AND CART RESULT

Model Accuracy Rate (%)
. Training 68.72
LRMain | yalidation | 58.88
Training 70.50
CART Validation | 64.42

From the result presented in Table 8, CART was chosen
as the best predictive modelling to predict the types of road
accident injury because it gave the highest accuracy rate for
training and validation set as compared to LR Main. CART
is still acceptable even though there is slight overfitting.
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1: 13 0.0% 1 40, 5% 2. 4% B 0.0% 0.0% : 0.0% 16.7%
2 28.6% 0.0% - 35.1% 30.3% 2 20.0% 0.0% s 42.89% 16.7%
ds B4.3% 100.0% b 24.3% 27.3% a5 80.0% 100.0% ik 57.1% 86.7%
Count: 14 G Count: 37 33 Count: 5 3 Count: 7 &

Fig. 1 Decision tree output

collision type are related to types of injury when road
V. CONCLUSION accidents occur. The most important variable in predicting
As a conclusion, the result of this study shows that types of_injury of road _accident occurrence is accio_lent cause.
decision tree which is CART is the most suitable for 1€ accident causes |nclude.d speed, fun a red light, follow
modelling road accident injury severity. One big advantagetoo (;Iose and careless .vyh|le overtakllng does not really
of the decision tree is its transparent nature. The dec:isionContrIbUte to the type of injury. Overtakmg_ may give more
tree makes explicit possible alternatives and traces eacffmpact on another issue such as contributing to fatallty. So,
alternative to its conclusion in a single view. This makes the!" orde.r to prevent and reduce_the roaq accident from
comparison among those alternatives much easier. The resun_""ppen'ng’ m_odlfylng the road environment is recommendgd
obtained from CART provided important information on since this action can slow down_ the spe_ed. The oth_er action
how the accident cause, road geometry, vehicle type, age anH‘at can be taken into account is installing and adding more
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bumps and roundabouts on the roads. There are somé?2]
limitations in this study that analyses the police reports. 13]
First, it is time-consuming because the researchers need t[)
summarize all the reports into a favorable data form. [14]
Besides, there is a restriction of having a large data set since
the report forms are private and confidential. So, the 15]
researchers are only given a small portion of the data set. Ir{
addition, there are many important independent variables not
being included in the report form such as road surfacel16]
condition, weather, the speed of the vehicles and seatbelt use
as well as alcohol and drug contribution to the road accident
occurrence. [17]

Hence, the result obtained from this study might further
be improved by collecting more data in the future study.
Besides, more independent variables should be madgg
available in the agencies that deal with road accident
occurrence.
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