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Abstract— Higher education institutions' wireless networks have different roles and network requirements, ranging from educational 

platforms and informative consultations. Currently, the inefficient use of network resources, poor wireless planning, and other factors, 

affect having a robust and stable network platform. Different authors have investigated the various strategies for the optimization of 

wireless infrastructures. Still, most of the cases studied aim to improve traditional performance variables without considering 

maximizing the level of user satisfaction, which represents a flaw that this research paper hopes to solve through SDWN and a predictive 

model.  The authors will determine an appropriate methodology to estimate the user's level of satisfaction through an algorithm or 

predictive model based on nonlinear multiple regression supported on network performance variables, making a characterization of 

the project's environment analyzing the wireless conditions. The investigation phases will follow the life cycle guidelines defined by the 

Cisco PPDIOO methodology (Prepare, Plan, Design, Implement, Operate, Optimize). As a result, it is expected that the project will be 

the beginning of academic research that will help create strategies to optimize the WiFi network of any educational institution to 

maximize user satisfaction. In short, the optimization process provides the network with differentiating factors through a modular 

design with variable modification of parameters according to the users' requirements and needs.  
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I. INTRODUCTION

Higher Education Institutions have technology platforms 

that offer students and teachers many services, facilitating the 

teaching and learning process. Among the services provided 

to students and teachers, there is total access to the internet, 

virtual classrooms, consultations in databases and specialized 

bibliographic resources, access to software and applications 

on the web, online talks of grades and activities to develop, 

etc. However, various authors have identified in some local 

Higher Education Institutions shortcomings in terms of the 

services at the technological level that is offered to students, 

teachers, and other members of the institutional community, 

due to several factors such as lack of resources aimed at 
improving network infrastructure, unexpected solving day-to-

day connectivity problems, improper use of existing resources 

(traffic saturation, poorly defined security policies, non-use of 

quality of service for the traffic management network, 

inadequate protocol configuration). Although the 

shortcomings mentioned above have been identified in the 

academic community, and proposals for improvement have 

been written, more research and execution are still needed. 

Other innovative alternatives are pending to strengthen the 
institutions' technological infrastructures [1]. Network 

infrastructure migration processes are complex, and SDN 

represents an excellent alternative to carry out this process [2]. 

To promote technological growth in Higher Education 

Institutions, it is necessary to optimize the wireless network 

platform or infrastructure to efficiently manage the 

institution's network services and maximize user satisfaction. 

In the optimization process, different authors have researched 

and written documentation but without considering user 

satisfaction. For example, Hernandez et al. [3] showed how to 

determine users' level of satisfaction with a wireless network 
through a multiple correspondence analysis. Therefore, it is 

necessary to use a new trend growing for this purpose to 
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optimize the network. Software-Defined Wireless 

Networking (SDWN) is an emerging approach based on 

decoupling radio control functions from the radio data plane 

through programmatic interfaces, which allows the 

development of hybrid networks [4].  

In the literature, several studies have found that exciting 

models of optimization of traditional wireless networks (and 

SDWN) are exposed based on two or a maximum of 3 

variables that measure network performance, such as Delay 

(Delay) and response time [5]. A point that does not exist in 

these studies is that they do not explain the predictive capacity 
that determines its reliability. Likewise, SDN allows efficient 

network traffic and assignment of tasks [6], [7]. 

The rest of the paper is structured as follows. The second 

part is the literature review about SDN and the predictive 

model. Also, the applied research methodology is shown. The 

third section describes the predictive model's development, 

leading to the variables' equations, assumptions, and 

transformation. Finally, the conclusions are exposed, in which 

the results obtained in the experiments are highlighted, and 

the future work that can be done from this research is 

described. 

II. MATERIAL AND METHOD 

A. SDWN and Predictive Model. A Literature Review. 

Implementing a solution based on SDN or software-

defined networks is a novel and innovative way to optimize 

the wireless network infrastructure. SDN enables 

organizations to accelerate application deployment and 

distribution by dramatically reducing IT costs through policy-

based workflow automation [8]. SDNs converge the 

management of network services and applications into 
centralized and scalable coordination platforms that can 

automate the entire infrastructure's provisioning and 

configuration. In our academic environment, no research has 

been done related to this topic. Much less has a solution for 

network optimization being implemented, either wireless or 

wired, based on this new approach. [9]. SDN has many 

applications, such as in vehicular networks [10] and wireless 

networks in general [11], [12]. Fig. 1 shows the SDWN 

architecture based on a centralized controller:  

 

 
Fig. 1  Centralized controller-based SDN architecture 

 

An example of the SDWN implementation is shown in 

work done by Sequeira et al. [13], in which the performance 

of an SDWN network based on virtual APs is demonstrated. 

The authors present a framework for optimizing the channel 

management of virtual APs and centralizing all the 

administration and management of the network in an SDN 

controller. 

To certify that SDWN is an excellent strategy to optimize 

wireless networks, several investigations have been 

developed supported by predictive models based on network 

performance variables. Several research studies have been 

carried out to describe and explore algorithms or statistical 

models to optimize network infrastructures considering user 

satisfaction. In this section, the work developed by Uc-Rios 

and Lara-Rodriguez [14], whose objective was to create an 
algorithm that would guarantee the satisfaction of 

connectivity of the users of a wireless network, seeking an 

optimal transmission rate for each user, based on the variable 

use of the channel and its quality of service. A fascinating 

investigation was developed by Rugelj et al. [15]. An 

experimental study focused on defining a predictive model 

presented to show the relationship between user perception 

and user satisfaction concerning technical parameters in data 

communication services.  

The predictive model of the study is based on Markov 

chains. Cao et al. [16] present MCC-SDWN (Mobile Cloud 
Computing based Software Defined Wireless Network), a 

model aimed at the fifth generation of wireless networks. The 

study's main objective is to show the model described as a tool 

to optimize resource allocation in an SDWN and evaluate the 

variables delay and packet computing time and bandwidth. 

[17] The SAQ-2HN (Smart Adaptive QoS for Heterogeneous 

and Homogeneous Networks) model is defined as an SDN 

architecture for intelligent, dynamic, and adaptive QoS 

management in heterogeneous or homogeneous wireless 

networks. Other studies have shown statistically better values 

of network performance indicators, such as Delay, jitter, 
throughput, in SDWN networks than traditional networks 

based on standard protocols, such as the one performed by 

Hernandez et al [18] and through machine learning 

techniques [19]. Fig. 2 shows the SDWN topology emulated 

in Mininet for the study. 

 

 
Fig. 2  Emulated SDWN Topology 

B. Research Methodology 

The guidelines for the development of the research are 

given by Sampieri et al. [20]. First, the study or exploratory 

research because the project is based on innovation. 

Therefore, some essential aspects of its development are 

unknown. Likewise, with the implementation of the 

exploratory study, it is sought to know strategies and 
methodologies that have already been used in projects to 
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optimize data networks through background research. The 

second type of study or research is applied research because 

it is proposed to solve a problem in the environment 

practically, in this case, organizational. Fig. 3 shows the 

research methodology.  The phases of the project are aligned 

to what is established by the Cisco PPDIOO methodology 

[21], which are shown in Fig. 4. 

 

 
Fig. 3  Research Methodology 

 

 
Fig. 4  PPDIOO Cisco Methodology 

 

III. RESULTS AND DISCUSSIONS 

The model is defined starting with the evaluation of the 

significance of potentially predictive continuous variables 

(Jitter, Throughput, RSSI, and packet size) on the response 

variable "Delay" in the SDWN (Software Defined Wireless 

Network) scheme. 4 pack sizes were considered (200B, 

1000B, 10000B, and 15000B). To evaluate the significance of 

the variables, their p-values and F statistics were estimated. 

The variable is declared significant if the p-value is less than 

the alpha level (α = 0.05). Its inclusion within the predictive 

model is suggested; otherwise, it is considered non-

significant, and its use within the regression equation is 

discarded. The analysis highlights (shown in Table I) only 

1489



 

those statistically significant variables; in the interpretation, 

those discarded are mentioned along with their p-values. The  

report also shows the correlation coefficients �� and 

��������	
�  how the fit of the data provided by the predictive 

model is evaluated. 

Additionally, it presents the �
���
�  with which the 

predictive ability of the said model is verified. The 

contribution coefficients and T statistics are also listed to 

determine the response variable's direction and strength of 

significance. Next, the regression equation is stated through 

which the relationship between the response variable and the 

predictor variables is modeled. Said equation would be used 

to predict new observations of the response variable in the 

event of a right or excellent predictive ability. Finally, the 

assumptions of normality, independence, and 
homoscedasticity of the residuals derived from the model are 

checked to demonstrate their suitability for later uses. The 

significance hypothesis allows defining how much a predictor 

variable affects or impacts the response variable, which for 

the study, the Delay has been described. 

C. Transformation of the Response Variable 

The response variable "Delay" (SDWN scheme) did not 

follow normal behavior, which affected the generation of non-

normal residuals. This was verified through an Anderson-
Darling test with AD = 1.784 and p-value (<0.005) lower than 

the alpha level (Fig. 5). Given this adjustment, we proceed 

with the application of the Johnson transform (see Fig. 5). As 

a result, a normal data set is generated with AD = 0.328 and 

p-value (0.510) more significant than the error level. Such 

data were adjusted to a level Z = 0.7 with the type of 

transformation SB. The function (Eq. 1) that transforms the 

response variable "Delay" (Y) into a variable Y 'is shown 

below: 

 
� = 0.0437394 + 0.472087 ∗ ln
���.��� !"##

$.�$�"%&�
 (1) 

 

 
Fig. 5 Johnson transformation for the response variable "Delay": data fit 

before and after modification. 

 

TABLE  I 

ANALYSIS OF VARIANCE - ANOVA: SIGNIFICANCE OF VARIABLES ON 

"DELAY" (SDWN) 

D. Throughput Transformed Variable  

According to the ANOVA, the variable "Throughput" was 

not considered significant since its p-value (0.235) is less than 

the level of error (0.05). However, the possibility that this 

variable's transformation could be incorporated into the model 

was explored to increase its adjustment capacity and 

predictive ability. Using nonlinear regression with Weibull 

growth expectation function, a variable ' 
�  was found that 

responds to the following mathematical expression (Eq. 2). 

 ' 
� = 14.10473 ∗ )&�.%�!*#�∗+,

-.../0-1
 (2) 

Most of the variables except for throughput (p-value = 

0.235; F = 1.45) and Jitter (p-value = 0.478; F = 0.51) were 

highly correlated (p-values close to 0) with the variable 

response "Delay" (SDWN scheme) for which they can be 
classified as predictors of this variable (shown in Table II). It 

should be noted that a quadratic term of the Throughput 

transform (' 
��) was also significantly associated with the 

variable of interest. 

E. Data Fit and Predictive Ability  

As a next step, we evaluated the fit and the predictive 

capacity of the predictive model. Given that �� = 80.46% 

and ��������	
� = 78.96%, it is concluded that the regression 

model (Eq. 3) provides a good fit of the variable "delay" 

(SDWN scheme) based on the set of significant predictors 

identified in the previous section. It should be noted that, 
although there is a good fit, 21.04% of the response variable 

is not explained by the predictors mentioned above. For this 

reason, future research should point towards identifying and 

evaluating such variables to increase the fit of the data. 

Furthermore, the low difference (1.50%) between �� and 

��������	
�  rules out overfitting effects in the predictive model. 

This is corroborated by the standard deviation S (0.430595), 

which turns out to be close to 0. Finally, the regression 
equation (Eq. 3) allows a correct prediction (p-value = 0.000) 

of new observations of the variable of response (�
���
� =

75.76%); however, it is suggested to increase it to higher 

levels with the inclusion of new predictor variables. The list 

of coefficients and T statistics is provided in Table II: 
 

 ln
���.��� !"##

$.�$�"%&�
=

7&�. �##+.&�.���$%�+8&*".*+,
9�**.%+,

98&�.�! % �! 

�.!%��#%
 (3) 

 

Source DF 
Adj 

SS 

Adj 

MS 

F-

value 

P-

value 

Regression 4 39.704 9.926 53.54 0.000 
RSSI (;<) 1 1.839 1.839 9.92 0.003 

Packet Size (;=) 1 5.652 5.652 30.48 0.000 
Transf 

(Throughput) (;>
� ) 

1 2.896 2.895 15.62 0.000 

Transf2 
(Throughput) (;>

�=) 
1 4.333 4.332 23.37 0.000 

Error 52 9.641 0.185   
Total 56 49.346    
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TABLE II 

 CONTRIBUTION COEFFICIENTS AND T STATISTICS OF THE PREDICTOR 

VARIABLES  

Predictor Variable Contribution 

Coefficient 

T-value 

RSSI ('$) -0.3088 -3.15 

Packet Size ('�) -0.000172 -5.52 

Transf (Throughput) (' 
�) -65.6 -3.95 

Transf2 (Throughput) (' 
��) 66.7 4.83 

 

Given the contribution coefficients shown in Table II, it 

can be concluded that the higher the RSSI, the response 

variable will tend to be lower in the SDWN scheme. A similar 

case occurs with the packet size but in a smaller proportion (-

0.000172). 

F. Verification of Assumptions 

1) Assumption of normality: part of the following 

postulate, Ho (Null hypothesis), the residuals conform to a 

normal distribution, and Ha (Alternative hypothesis): The 

residuals are not normal. 

 

 
Fig. 6  QQ Plot for normality of residuals 

 

The Kolmogorov-Smirnov test, as shown in Fig. 6, shows 

with a p-value of 0.102 (more significant than the alpha level), 

KS = 0.108, and a mean close to 0 (-0.01286), that the 

residuals of the response variable follow a normal distribution 

with mean 0 for which the assumption is fulfilled. 

2) Assumption of independence: The following postulate: 

Ho (Null hypothesis): The residuals have a random behavior 

and Ha (Alternative hypothesis): The residuals do not behave 

randomly. Fig. 7 shows the behavior of the residuals over 

time. In this case, no point concentrations are observed on 

either side of the mean; neither positive nor negative trends 

are identified; facts by which the fulfillment of the assumption 

of independence in the residuals is concluded. 

 

 
Fig. 7   Independence graph for residuals of the "Delay" transform. 

3) Assumption of homoscedasticity: part of the following 

postulate: Ho (Null hypothesis): The residuals are 

homoscedastic and Ha (Alternative hypothesis): The residuals 

are not homoscedastic. Fig. 8 and Fig. 9 show the Bonferroni 

confidence intervals (95%) for the residuals of the regression 
model vs. the levels of the variables "RSSI" and "Packet size" 

correspondingly.  
 

 
Fig. 8 Homoscedasticity test with Bonferroni intervals (95%) for the 

relationship "Residuals Vs. RSSI" 

 
Fig. 9 Homoscedasticity test with Bonferroni intervals (95%) for the 

relationship "Residuals Vs. Packet size". 
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In both cases, the confidence intervals can be cut with the 

same perpendicular line. Thus, their homoscedastic character 

is concluded. This is confirmed with the p-values (0.533 and 

0.178 for "RSSI" and "Packet size," respectively), which turn 

out to be greater than the alpha level (0.05). Given that the 

assumptions of normality, independence, and 

homoscedasticity are fulfilled in the residuals, it is concluded 

that the nonlinear regression model presented in Eq. 2 is valid 

and valuable for practical purposes. However, the inclusion of 

other predictor variables is recommended to increase its 

adjustment and prediction capacity. The residuals are the 
random error component (ε) of the response variable (Y). This 

is expressed according to Eq. 4: 

? = @ + A (4) 

G. Analysis of Results

The predictive model based on nonlinear multiple

regression previously explained it allowed the definition of a 

reliable algorithm to maximize user satisfaction, with a 

predictive capacity greater than 75% (recommended more 

significant than 70%). The response variable was defined as 

the Delay or Delay of the network, verified in the different 

statistical tests explained in the previous sections. In the 

studies reviewed in the literature review, the Delay is related 

to the users' level of satisfaction. As stated in the previous 

point, the data that feeds the model is obtained from an 

SDWN solution, an acceptable solution to optimize wireless 

infrastructures. The statistical process showed that the 

predictive model could be improved by including a more 
significant number of variables. It should be noted that, 

although there is a good fit, 21.04% of the response variable 

is not explained by the predictors mentioned above. Fig. 10 

summarizes the construction of the predictive model. 

Fig. 10  General Scheme of the Predictive Model Based on Multiple Nonlinear Regression

IV. CONCLUSION

A process of optimizing the wireless network starts from 

designing and implementing this under international 

standards. It is necessary to analyze the wireless network state 

to verify if the design follows the standards and if its 

performance has considered a series of requirements and 

protocols needed for its operation. In this research work, 

variables such as Delay, Jitter, Throughput, response time, 

among others, were analyzed to verify the status of the 

institution's wireless network. This analysis can be replicated 

to any entity. SDN is an innovative, on-premises approach to 

wired and wireless network optimization. Although there are 

several studies and implementations on the subject globally, 

in Colombia and especially in our city Barranquilla, little has 

been investigated and executed. SDN allows organizations to 

grow in their technological infrastructure, optimizing the 

internal network's behavior in a centralized, scalable, and 

reliable way.  
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A nonlinear multiple regression predictive model is built 

whose main objective is, considering the study variables, the 

maximization of the level of satisfaction of the users of any 

wireless infrastructure, taking as the source of the data the 

values obtained for an emulated architecture SDWN. As 

future work, the following can be mentioned: in the medium 

term: implement the SDWN architecture proposed in this 

document; the predictive model is capable of being improved, 

increasing its predictive capacity by including a more 

significant number of variables; the optimization of an 

SDWN infrastructure as such, analyzing the different existing 
controllers in the market similar to Zhu et al [22], defining 

policies for quality of service and user experience that are 

adjusted to technical and institutional goals.  
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