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Abstract— Edge detection is fundamental to Figure processing. Edges include much information in a figure, including the object's 

location, shape, size, and information about its texture. Since edge detection is a critical component of Figure processing for object 

detection, comprehend algorithms for edge detection. This is because the edges define an item's contours, serve as a demarcation 

between the object and its backdrop, and serve as a demarcation between overlapping objects. That is, if the edges of an image can be 

identified accurately, all things can be found. The proposal of this paper is the use of the Canny Zerocross hybrid method to perform 

better edge detection based on comparative studies and the incorporation of the Canny way, which is considered one of the best edge 

detection methods, with the Zerocross way (cross zero) which is a derivative of the laplacian. In this paper, the research data used is 

the retinal image dataset—data obtained from STARE (Structured Analysis of the Retina). The Veterans Administration Medical 

Center in San Diego and the Shiley Eye Center (ECS) at the University of California provided Figures and clinical data from the retinal 

images. The experimental results of the comparative study show that the Zerocross edge detection technique is better than the Canny 

edge detection technique. Meanwhile, edge detection and image identification would be better when combining the two methods (hybrid) 

based on merging studies.  
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I. INTRODUCTION

Image has become an increasingly important medium for 

humans to observe information from the real world around 

them in recent years [1], [2], [3]. Images can be obtained using 

different observation and capture systems in various forms 

and ways [4]. Figure Engineering is a growing 

interdisciplinary subject that systematically studies various 

theories, technologies, and applications of images [5], [6]. 
The process combines basic science principles such as 

mathematics, computer science, and optics with accumulated 

experience in Figure applications, takes advantage of 

developments in electronics, integrates various Figure 

technologies, and discusses research and applications for the 

entire field of Figure [7], [8], [9]. Figure edges are groups of 

pixels with a high degree of dissimilarity that indicate crucial 

aspects of the image and carry information [10], [11], [12]. 

Edges are directly coupled with shape variations in the pixel 

intensity distribution [13], [14], [15]. Studies on extraction 

features, description, and recognition targets rely heavily on 

edge detection in image processing [16], [17]. Since it is a 
problem fundamental in both figure processing and vision of 

the computer, edge detection is a crucial difficulty in digital 

figure processing [18], [19], [20]. Edge detection is conducted 

on images with asymmetrical edges [21], [22]. 

Edge detection seeks to assess and group items in a picture, 

as well as to perform additional analysis on the image [23], 

[24], [25]. The term "edge detection" refers to two distinct 

processes: detection of first-order and second-order edges 

[24]. Several first-order approaches include the Sobel method 

[26], Roberts [27], Prewitt [28], and Canny [29]. While the 

identification of second-order edges, such as Laplacian 
Gaussian [30]. 

Edge detection techniques have been extensively 

developed to handle a variety of image identification 

difficulties [31], [32], [33], [34]. This is obvious from related 

investigations—introduced instruction in computer graphics, 

figure processing, and active contouring. The study of figure 

segmentation methods concentrated on picture segmentation 

techniques and segmentation techniques based on dynamic 

contour models. To begin, summarize the two primary 
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methods of segmentation based on edges and regions, as well 

as their respective advantages and disadvantages. Then, 

investigate the segmentation approach based on the active 

contour model and compare different representative active 

contour models in detail. This research results in the 

development of a local binary fitting model and the 

enhancement and stimulation of the regional Gaussian 

distribution fitting energy model [35].  

Identify and classify leaf diseases on banana plants to 

diagnose and get appropriate treatment for pests and diseases. 

In this automation process, Figure segmentation is a key 
component of analyzing Figures and extracting information. 

Therefore, to choose the most appropriate method of leaf 

segmentation, Numerous segmentation techniques are 

available, including thresholding adaptive, Canny, geodesic, 

color segmentation, fuzzy C-means, global thresholding, log, 

K-means, multi thresholding, region growing, Prewitt, Sobel, 

Robert, and zero-crossing were compared and analyzed. The 

results showed that the geodesic method had a significantly 

lower MSE [36].  

Proposed a new hybrid detection to minimize spots on 

Figures, notably when concurrently weak/strong edges occur 
outside and inside heterogeneous areas. The combined 

methods are an improved polarimetric constant false alarm 

rate (IP_CFAR) edge detector and a weighted gradient-based 

(WG) detector. Based on these two detectors, a wavelet-based 

hybrid edge detection method is proposed combining its 

advantages and disadvantages. The experimental results show 

that the proposed method can overcome the problems 

experienced [37].  

A two-dimensional visual Figure discriminator was 

experimentally demonstrated for edge detection by discussing 

two-dimensional optical edge detection using a photonic 
crystal plate in combination with a conventional optical 

imaging system. Integrating OID into traditional imaging 

systems enables the application of edge detection to objects 

of interest. 2DOID can reveal all edges of a 2D object with a 

single measurement, whereas 1DOID can only detect edges 

along one direction [38].  

This paper proposes a hybrid technique that combines the 

Canny and log operators. This paper also provides a 

comparison of the hybrid method with the conventional 

Canny edge detector technique and operator log operator 

concerning visual inspection, mean square error (MSE), Root 

mean square error (RMSE), Peak Signal to noise ratio 
(PSNR), and Bit error. The combination of these two methods 

produces good edge detection quality [39]. Furthermore, the 

research utilized an edge detection and thresholding hybrid 

approach to recognize fingerprint images and determine the 

similarity of fingerprint photos in the database to the 

fingerprint images under test. Thresholding Hybrid Laplacian 

from Otsu and Gaussian to obtain the results of background 

and object separation to identify smart fingerprint photos, 

with an average level of similarity of 87.94 percent. The 

calculating results demonstrate an extremely high degree of 

precision [40]. 
Based on the related studies described, this paper proposes 

a hybrid Canny Zerocross method in the case of retinal image 

identification, which is expected to solve edge detection 

problems better. 

II. MATERIALS AND METHOD 

A. Dataset 

The research dataset used is the retinal image dataset, 

obtained from STARE (Structured Analysis of the Retina). 

The Veterans Administration Medical Center in San Diego 

and the Shiley Eye Center (ECS) at the University of 

California provided Figures and clinical data from the retinal 

images. The TopCon TRV-50 fundus camera is used to 
capture Figures at a 35° field of view. Figure in PPM format 

with a resolution of 700x605 pixels, which is then converted 

to JPG [41]. 
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Fig. 1 Normal Image (Training Dataset) 
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Fig. 2 Turnover Image (Test Dataset) 

Figure 2 is a retinal dataset of 10 images that would be used 

as a training dataset. Based on these 10 images, another 10 

images were added by rotating the position of the 10 normal 

images that had been obtained (Fig 2). 10 retinal image data 

that are rotated from normal images are used as a test dataset 

to obtain Precision results from the object identification 

process later [41]. 

B. Research Stages 

The research stages in this study can be seen in fig 3. 

 
Fig 3. Research Stages 

The research stage depicted in Figure 3 begins with the 

collection of data. Dataset utilized is a retinal dataset image 

composed of twenty images: ten normal images for training 

and ten rotational images for testing. The following step is to 

use the Matlab application to apply the Canny and Zerocross 

methods. Each retinal image dataset would be checked 

individually by entering the Matlab software code, and it 

would generate edge detection images of Canny and 

Zerocross objects for each trained and tested figure based on 

the program code entered in Matlab. The following stage is to 
study the object edge detection results obtained from each 

method to generate legitimate results comparison; now, the 

results of the two methods would be found out, and the 

optimum approach for edge detection would be determined. 

III. RESULT AND DISCUSSION 

Object identification using the Canny and Zerocross 

method edge detection processes on retinal images is carried 
out with the help of Matlab R2019a software. The dataset is 

initially partitioned into train also test subsets using the 

concepts described in Figure 1 and Figure 2. 

Zerocross algorithms that generate a binary picture. 

Segment the image using the three ways to obtain the resulting 

image with the segmented object visible. It is necessary to 

notice an item gap enclosed by means of lines on a concealed 

gradient in the photographs. Segmentation aims to compare 

the three methods for identifying retinal pictures. Because the 

application would be used to make retinal image identification, 

a database is subjected to identification analysis. This is 

directly comparable to the results of the scanning. Tables II to 
VII provides the identification results for the three edge 

detection approaches (Canny, Zerocross, and Canny + 

Zerocross) based on Table I. 
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TABLE I 

IMAGE PAIRS OF TRAINING AND TESTING  

Training  Testing 
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TABLE II 
RETINA IMAGE SEGMENTATION RESULTS WITH CANNY  

Original 

Image 

Processed 

Image 

Segmentation 

(a) 

Segmentation 

(b) 
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Table II is the result of segmentation using the Canny 

method on 20 retinal image objects (Table I). The 

segmentation results have analysis results ranging from pixel 

dimensions, precision, and error values. The complete results 

of the analysis using the Canny method, Table III illustrates 

this point. 

TABLE III 
RETINA IMAGE PRECISION RESULTS WITH CANNY METHOD 

No 

Image 

Database  

(Pixel) 

Image 

Test  

(Pixel) 

Precision 

(%) 

Error 

(%) 

Results 

Identification  

1 166 203 81,77 18,23 Suitable 

2 2 100942 0 100,00 Not Suitable 

3 278 74521 0,37 99,63 Not Suitable 

4 99366 0 0 100,00 Not Suitable 

5 96491 7 0,01 99,99 Not Suitable 

6 99652 1 0 100,00 Not Suitable 

7 73631 45 0,06 99,94 Not Suitable 

8 100479 100479 100,00 0 Suitable 

9 99851 99851 100,00 0 Suitable 

10 0 98397 0 100,00 Not Suitable 

Average 28,22 71,78 30% 

 
According to Table III, the average precision value for 

Canny methods on the whole retinal image test findings is 

28.22 percent. The Canny method accurately identified three 

retinal images out of ten trials and failed to correctly identify 

seven retinal images with a standard deviation score of 71.78 

percent. The image database generates a minimum of 0 pixels 

and a maximum of 100479 pixels. Meanwhile, the image test 

generates a maximum of 100479 pixels and a minimum of 0. 

The overall success rate of identification using the Canny 

approach is 30%. 

TABLE IV 
RETINA IMAGE SEGMENTATION RESULTS WITH ZEROCROSS 

Original 

Image 

Processed 

Image 

Segmentation 

(a) 

Segmentation 

(b) 

    

Original 

Image 

Processed 

Image 

Segmentation 

(a) 

Segmentation 

(b) 

    

    

    

    

    

    

    

    

    

 
Table IV is the result of segmentation using the Zerocross 

method on 20 retinal image objects, where the segmentation 

results have analysis results ranging from pixel dimensions, 

precision and error values. Table v contains the complete 

findings of the analysis conducted using the Zerocross 

approach. 

TABLE V 
RETINA IMAGE PRECISION RESULTS WITH ZEROCROSS  

No 

Image 

Database  

(Pixel) 

Image 

Test  

(Pixel) 

Precision 

(%) 

Error 

(%) 

Results 

Identification  

1 245 401 61,10 38,90 Not Suitable 

2 100190 100179 99,99 0,01 Suitable 

3 73625 73594 99,96 0,04 Suitable 

4 98487 98340 99,85 0,15 Suitable 

5 95534 95490 99,95 0,05 Suitable 

6 98817 98822 99,99 0,01 Suitable 
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No 

Image 

Database  

(Pixel) 

Image 

Test  

(Pixel) 

Precision 

(%) 

Error 

(%) 

Results 

Identification  

7 72786 72836 99,93 0,07 Suitable 

8 99712 99717 99,99 0,01 Suitable 

9 99047 99049 100,00 0,00 Suitable 

10 97585 97589 100,00 0,00 Suitable 

Average 96,08 3,92 90% 

 

Average Precision value for the entire retinal test image 

results obtained using the Zerocross method is 96.08 percent, 

as shown in Table v. In nine of the 10 trials, the Zerocross 

method properly identified nine retinal pictures and 
incorrectly specified only one, with a mean value of error 3.92 

percent. Database image produces a minimum of 245 pixels 

and a maximum of 100190 pixels. In terms of the amount of 

pixels formed in the test image, the minimum and highest 

values are 401 and 100179. The overall success rate of 

identification utilizing the Zerocross approach is 90%. 

TABLE VI 

RETINA IMAGE SEGMENTATION RESULTS WITH HYBRID METHOD (CANNY + 

ZEROCROSS) 

Original Image 
Processed 

Image 

Segmentation 

(a) 

Segmentation 

(b) 

    

    

    

    

    

    

    

    

Original Image 
Processed 

Image 

Segmentation 

(a) 

Segmentation 

(b) 

    

    

 

Table VI is the result of segmentation using the Hybrid 
(Canny + Zerocross) method on 20 retinal image objects. The 

segmentation results have analysis results ranging from pixel 

dimensions, precision, and error values. The complete results 

of the analysis using the Hybrid method (Canny + Zerocross), 

table vii illustrates this point. 

TABLE VII 

RETINA IMAGE PRECISION RESULTS WITH HYBRID METHOD (CANNY + 

ZEROCROSS) 

No 

Image 

Database  

(Pixel) 

Image 

Test  

(Pixel) 

Precision 

(%) 

Error 

(%) 

Results 

Identification  

1 1402 2035 68,89 31,11 Not Suitable 

2 102430 102406 99,98 0,02 Suitable 

3 76139 72739 95,53 4,47 Suitable 

4 100798 100695 99,90 0,10 Suitable 

5 98184 98177 99,99 0,01 Suitable 

6 101116 101106 99,99 0,01 Suitable 

7 75063 75041 99,97 0,03 Suitable 

8 101954 101951 100,00 0,00 Suitable 

9 101299 101300 100,00 0,00 Suitable 

10 99792 99837 99,95 0,05 Suitable 

Average 96,42 3,58 90% 

 

Average Precision value for the entire retinal test image 

findings obtained utilizing the Hybrid (Canny + Zerocross) 

approach is 96.42 percent, as shown in Table vii. In nine of 

the ten trials, the Zerocross method properly identified nine 
retinal pictures and incorrectly specified only one, with a 

mean value of error 3.58 percent. The image database 

generates a minimum of 1402 pixels. The maximum is 

102430 pixels, while the minimum and maximum are 2035 

pixels and 102406 pixels, respectively. The overall success 

rate of the hybrid technique (Canny + Zerocross) is 90%. 

The comparison of each approach using ten trials of retinal 

pictures and the average value of error and precision for each 

technique are presented in the form of a graph in Fig 4. 
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Fig. 4 Comparison Graph of 3 Methods (10 Trials) 

Based on Fig. 4, the graph of the accuracy level of the 

Zerocross and Canny + Zerocross methods is relatively stable 

and consistent compared to the accuracy level of the Canny 

method, whose differences are pretty significant. However, 

overall, the accuracy rate of the Canny + Zerocross method is 

better than the other two methods. 

 
Fig. 5 Comparison Results of 3 Methods (Precision and Error) 

On the basis of the facts shown in Fig 4 and 5, it can be 
inferred that the Canny + Zerocross method combination 

(Hybrid Canny Zerocross) is more accurate than the Canny 

and Zerocross methods alone. This is demonstrated by the 

Figure picture recognition results, which reached 96.42 

percent, a modest improvement of 0.34 percent over the 

Zerocross method, which achieved an average Precision of 

96.08 percent. Additionally, the Hybrid Canny Zerocross 

approach is superior in terms of the number of pixels used to 

identify retinal pictures. 

IV. CONCLUSION 

According to the experimental results and analysis of the 

research, identifying objects using the edge detection process 

on retinal pictures with the Canny + Zerocross approach 

performs better than using the Canny or Zerocross methods 

alone. As may be observed, the resulting segmentation 

produces more discernible results. Combining the two 

methodologies can aid in identifying retinal picture objects 

with varying shapes and dimensions.  
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