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Abstract— Social media platforms are now a very powerful tool for digital marketing strategy because it helps companies to be in direct 

contact with their customers. A communication problem in digital social media is several customer needs phrases posted on social 

media, making it difficult for businesses to find relevant posts and respond to customers immediately. Therefore, knowing and 

understanding the customer requirements for a product can help the product owner to propose the right product to the right customer. 

This study focuses on understanding customer needs in Thai and classifying them into certain concepts. This study aims to classify 

customer needs for products in online social media community groups. The model focuses on understanding Thai customer need 

phrases. We then use a bag of concepts representation, including pattern analysis that applies n-grams together with POS and synonym 

replacement, conceptual analysis, pattern matching, and class labeling that applies concept sets obtained from the FP-Growth algorithm 

and represents TD-IDF value in a bag of concepts. The effectiveness of the proposed model is evaluated on five classification algorithms, 

including Decision Tree, Support Vector Machine, Naïve-Bayes, K-Nearest Neighbor, and RBF Neural Network. The results show that 

Decision Tree can yield higher accuracy and F-measure values than the others. As this study is an initial step of a personalized product 

recommendation system in the future, this study will apply the model to the remaining domains for future work.  
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I. INTRODUCTION

Generally, many businesses promote their products to their 

customers through radio, television, and websites. Recently, 

promoting products to target customers is frequently based on 

customer information such as historical purchases and 

interactive behavior data [1], [2]. Although this strategy is 

well utilized, promoting the right product to the right 

customer at the right time using the right communication 

channel is more influential and essential for digital marketing 

today. Normally, a customer need is terminated within a short 
period when it is met and responded to by the product owner. 

Social media platforms [3], [4] are now very powerful 

communication tools because they allow users to create 

content quickly. Nowadays, it is also a powerful tool for 

digital marketing strategy [5] because it helps companies or 

product owners directly contact their customers. The 

customer can write a post about the product they need, and the 

product owner then replies to that post proposing the right 

product to its customer. Therefore, social media lets the 

product owners know and understand the customer’s needs. 

However, a communication problem in digital social media is 

that several customers need phrases posted in social media 

groups, making it difficult for businesses or product owners 
to find relevant posts and respond immediately. 

For this reason, knowing and understanding customer 

needs for a product immediately can help the product owner 

to propose the right product to the right customer at the right 

time [6], [7]. The Thai language is naturally difficult, causing 

several problems. The first problem concerns writing with 

informal language in social media. In the Thai language, the 

members of social media normally write informal language 

with short sentences. Therefore, the customer needs posted on 

social media are usually in phrase format instead of sentence 

format; the sentence's subject is normally omitted. Although 
the subject is often omitted, the phrase can still be understood 

by Thai members but not by a machine. The second problem 

concerns the order and position of words in phrases or 

sentences. The word order pattern is normally subject-verb-

object. Although sometimes a word is in the middle of a 

sentence and sometimes at the end, the meaning is still 

semantically correct. Referring to these two problems above, 
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this study focuses on understanding customer needs in terms 

of concept or semantics rather than syntax. As this study is an 

initial step of a personalized product recommendation system 

[1], [8] in the future, the objective of this study is to 

understand customer needs in Thai and classify them into 

certain concepts. This study deals with two main research 

questions:  

 How to understand the customer needs for products in 

the Thai language?  

 What is the optimal algorithm for classifying customer 
needs?  

This study proposes a classification model for customer 

needs using a bag of concepts representation to answer these 

two questions. We collected customer need phrases from two 

online social media platforms, Facebook and Web board, 

where people communicate about buying and selling products 

in Thai. Facebook group is where the members can post their 

needs about products and comment on any posts. 

Phuketall.com is a web board allowing members to post their 

product needs. As this study is an initial step of our research, 

there are several domains of products to be achieved; we first 
select only one product domain. In summary, our 

contributions are as follows: 1) we present a bag of concepts 

representation for customer need classification by including 

pattern analysis that applies n-grams together with POS and 

synonym replacement, conceptual analysis, pattern matching, 

and class labeling that applies concept sets obtained from FP-

Growth algorithm and represents TD-IDF value in a bag of 

concepts, 2) we evaluated our model on five classification 

algorithms including Decision Tree, Support Vector Machine, 

Naïve-Bayes, K-Nearest Neighbor, and RBF Neural Network 

for finding an optimal algorithm. 

A. Word Segmentation 

The Thai language is naturally written without spaces 

between the words in sentences. Each paragraph has no word 

and sentence boundaries [9]. Japanese and Chinese have no 

word boundaries [10], [11]. Therefore, several NLP tasks 

must segment sentences into words [12], [13]. Many 

techniques develop the existing Thai word segmentation 

programs. Each program gives different results, such as 

LexTo [14], which uses the longest matching and 
backtracking technique, and TLex [15], [16], which uses a 

conditional random field. Currently, the most popular Thai 

word segmentation program is LexTo. LexTo is a dictionary-

based word segmentation using the longest matching and 

backtracking technique and uses a LEXiTRON dictionary 

[17] that contains 42,222 words. It is developed by The 

National Electronics and Computer Technology Center 

(NECTEC). This study applies LexTo for Thai word 

segmentation because it outputs the expected tokenized 

results. 

B. Bag of Concepts (BOC) and Term Frequency Inverse 

Document Frequency (TF-IDF) 

Bag-of-Concepts (BOC) is a model proposed by Sahlgren 

and Cöster [18]. BOC, in which the semantics of a document 

is represented as a set of concepts or meanings. BOC 

represents a document by the frequency of concepts and 

normally is concerned with the semantics of the document. 

This model introduced increases in the performance of 

support vector machines in text categorization. The document 

classification tasks are usually performed by BOC, such as 

using bag-of-concepts representation for document 

classification [19] and learning concept embedding for 

document classification [20]. 

Term frequency-inverse document frequency (TF-IDF) 

[21] is a term weighting technique that determines the 

relevance of a word to a document. It uses term frequency and 

document frequency to create a weighted term for document 

representation. TF concerns how frequently a term occurs in 
a document, and IDF concerns how important a term is. TF-

IDF is performed well in Word and document representation 

tasks such as sentiment analysis and topic modeling [22]. The 

BOC and TF-IDF are also important for semantic analysis 

[23]–[26]. TF-IDF is calculated as in equation (1). 

 ������� = ���� × log (
�

��
) (1) 

Where, ����  Denotes the number of occurrences of term � in 

the document number �, �� Denotes the number of 

documents containing �, and � is the total number of 

documents. The bag of concept representation in this study 

differs from several other studies in which this study uses an 

n-gram to structure the pattern of words and calculate the TF-

IDF value for a bag of concept representation. Moreover, 

structuring a bag of concepts is based on natural language 

processing in each step. 

C. FP-Growth 

FP-Growth [27] is an efficient algorithm for calculating 

and finding frequent transaction item sets. FP-Growth creates 

FP-Tree from the database and finds the frequent item sets 

from FP-Tree created. The study of [28] took advantage of 

FP-Growth for classification. Specifically, our study applied 

the FP-Growth algorithm for the labelling class. 

D. Customer Need Phrases Classification 

Customer needs classification in this study concerns 

classifying customer needs into certain classes; therefore, we 

evaluate our model on several classification algorithms to find 

an optimal algorithm. This study classifies customer needs on 

five algorithms for evaluating the effectiveness of our model 

as follows:  

The first algorithm is Decision Tree (DT) [29]. It is a 

simple and popular algorithm for classification [30]. It is a 

tree structure that consists of branches and nodes. Each branch 
is a decision path or possible alternative. The root node is the 

topmost node, the decision node is a decision to be made, and 

the leaf node is a decision class in the decision path. C4.5 is 

an algorithm improved from ID3, which uses attribute 

selection measures to select attributes with the largest 

Information Gain. C4.5 is performed by several domains, 

such as customer purchase behavior prediction [31], landslide 

susceptibility analyses [32], education [33], and sentiment 

analysis [34]. The second algorithm is support vector machine 

(SVM) [35]. It is a supervised machine-learning algorithm. It 

finds an optimal separating hyperplane that maximizes the 

margin between two classes. Many studies related to SVM 
algorithms, such as sentiment analysis for Twitter [36]–[38], 

sentiment analysis for COVID-19 [39], and learning and 

teaching [40]. The third is Naive-Bayes (NB) [41], a 
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classification algorithm using the Bayes probability theorem 

to classify unlabeled observations. Several studies apply NB 

for several tasks, such as sentiment analysis [42], [43], chatbot 

[44] and opinion mining [45], [46]. The fourth is K-Nearest 

Neighbor K-NN [47], a simple machine-learning algorithm. 

This algorithm uses similarity measures such as Euclidean 

distance, Correlation distance, and Cosine similarity. Several 

studies classify using different datasets, such as document 

classification [48] and recommendation systems [49]. The last 

algorithm is RBF Neural Network (RBFN). It is a feedforward 
network composed of three layers: the input, hidden, and 

output layers [50].  

II. MATERIAL AND METHOD 

This section proposes a customer need phrases 

classification model for the Thai language in online social 

media. Our model consists of seven steps as follows: 

A. Data Collection and Preprocessing 

Firstly, we collect the customer need phrases on products 

from social media and store them in the database created. As 

the phrases collected concern several domains, we filter only 

phrases concerning customer needs on products by using 

keywords about finding products such as “ตอ้งการ (Want)”, 

“ตอ้งการหา (Want to find)”, and “กาํลงัมองหา (Looking for)” as 

shown in Table 1. Since house and rental houses are essential 

for human life and are mostly posted by members, buying and 

selling properties is our model’s first domain to be an initial 

case study. A total of 10,098 customer need phrases, including 

5,419 phrases from Facebook and 4,679 phrases from web 

boards, are obtained from this step. The examples of customer 

need phrases in Thai language output from this step are shown 

in Table 2. From Table 1., we translate Thai words into 

English for easier understanding. In Thai, the members 

normally post short sentences without a subject. As some 

phrases contain symbols, HTML tags, or special characters 
that affect the output of the word segmentation process in the 

next step, such as “<br>”, “+_+”, “^^”, “!” and “*-*”. 

Moreover, these symbols do not detract from the meaning of 

the sentence. We then remove them from all phrases. We also 

replace the repeated characters, such as “ๆๆๆๆ” with only one 

character. 

TABLE I 

THE EXAMPLES OF KEYWORDS 

Thai 

keywords 

Translate to 

English 

Thai 

keywords 

Translate to 

English 

ตอ้งการ  Want มองหา Looking for 

ตอ้งการหา  Want to find กาํลงัหา Looking for 

ตอ้งการซื�อ  Want to buy กาํลงัมองหา  Looking for 

ตอ้งการหาซื�อ Want to buy ตามหา Find 

อยากได ้ Want อยากจะซื�อ Want to buy 

หาซื�อ Buy อยากซื�อ Want to buy 

ใครม ี Who has..? ใครขาย Who does 
sell..? 

ที�ไหนม ี
Where is 
there..? 

ที�ไหนขาย Where to 
sell..? 

 

 

TABLE II 

THE EXAMPLES OF CUSTOMER NEED PHRASES IN THE THAI LANGUAGE 

ID Customer need phrases 

1 อยากซื�อบา้นราคาไม่เกิน 1.5 ลา้น มีตรงไหนบา้งค่ะรบกวนแนะนาํให้หน่อย 
(want to buy a house, not more than 1,500,000 Baht, 
where is it? please recommend me) 

2 ขออนุญาตครับหาบา้นแถวสามกองเดือนละไม่เกิน 8,500 เทศบาลนครภูเก็ต 

(Execute me, find a house around SamKong in Phuket, not 
more than 8,500 Baht per month) 

3 กาํลงัหาบา้นคบัราคาไม่เกิน 2 ลา้นบาท โซนสวนหลวง นาคา ดาวรุ่ง 
(Looking for a house, not more than 2,000,000 Baht 
around SuanLoung, Naka,  Dawrung) 

B. Word Segmentation 

The customer needs texts obtained from step A. are 

segmented by LexTo. The output of this step is the texts 

segmented, as shown in Table 3. Afterword segmentation 
processing, spaces are still encountered from texts segmented, 

and we also remove spaces from the segmented texts, as 

shown in Table 3. 

TABLE III 

THE EXAMPLE OF WORD SEGMENTATION 

Original text Segmented text 
After removing 

space 

หาบา้นราคาไม่เกิน1,500,000 

บาท  ม ี 2 ห้องนอน 

มีที�จอดรถยนต์ครับ 

หา | บา้น | ราคา | ไม่ | เกิน 

| 1,500,000 | บาท |  

| มี | 2 | ห้องนอน |  | มี | 
ที�จอดรถ | ยนต์ | ครับ| 

หา | บา้น | ราคา | ไม่ | เกิน | 

1,500,000 | บาท | ม ี| 

2 | ห้องนอน | มี | ที�จอดรถ 
| ยนต์ | ครับ| 

C. Pattern Analysis 

This step concerns pattern analysis that consists of three 

processes as follows: 

1) Pattern Selection: In this step, the unique 6,812 words 

are obtained from the 10,098 needed phrases. We then select 

only words that concern product or product properties such as 

“ราคา price”, “ที�จอดรถ parking”, and “หอ้งนอน bedroom”. We 

obtained a total of 281 words that concern products and used 

them as keywords. From 10,098 phrases, we select only 

phrases that contain at least one of the 281 keywords and split 

those phrases into 2, 3 and 4-gram results. We then select 

unique n-grams results and sort them by frequency, and each 

unique n-grams result represents a unique pattern. All patterns 
will be created as pattern trees. We use 281 keywords as 

branches of pattern trees; each keyword can be a branch of a 

tree. The sub-branches of the tree represent the possible 

patterns according to n-grams. Each pattern in the same 

branch concerns the same product property. For example, in 

Fig. 1, the branch name “ที�จอดรถ parking” represents the 

property “parking”. The “f” represents the frequency of the 

pattern. For example, “ที�จอดรถ (parking) | (f=433)” means that 

the frequency of pattern concerning “ที�จอดรถ (parking)” is 433. 

The branch “ที�จอดรถ parking | ยนต์ (motor) | (f= 171)” in the sub-

branches level 2 of the tree represents the pattern based on 2 

grams, and the branch “ที�จอดรถ parking | ยนต์ (motor) | ได”้ in the 

sub-branches level 3 of the tree represents the pattern based 

on 3-grams, respectively. Therefore, a tree represents a 

pattern tree consisting of more than one branch; each branch 

represents a possible pattern. 
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Fig. 1  The example of a pattern 

2) Part-of-Speech Tagging: In this step, Thai - English 

Electronic Dictionary LEXiTRON identifies part of speech in 
the pattern trees. The part of speech of each word obtained 

from LEXiTRON is identified in the parentheses “()”; for 

example, “(N)” represents a noun and “(V)” represents a verb, 

as shown in the examples E1 – E3 below. 

 E1:ครัว (N) 

 E2:ที�จอดรถ (N) 

 E3:NUMERIC 1 | นอน (N) | NUMERIC 1| นั�งเล่น (V) 

3) Synonym Replacement: After identifying part of speech 

for each pattern, synonym replacement is considered because 

some words in the pattern have synonym words that mean 

exactly or nearly the same and can be used instead. We use 

the synonyms of each word from AsianWordNet [51]. The 

synonym words obtained are represented in the brackets “{}” 

as shown in example E4 below. 

 E4:NUMERIC | หอ้งครัว (N) | หอ้งนั�งเล่น (living room)(N)  

 {ห้องสันทนาการ (N)}  

D. Conceptual Analysis 

The previous step concerns pattern analysis and this step 
concerns semantic analysis. Each pattern obtained from the 

previous step will be manually defined into 21 concepts such 

as “Toilet”, “Price”, “Location”, “Bedroom”, “Parking”, “and 

“Room”. Each pattern can be defined into one or more 

concepts, as shown in the examples E5 – E6 below.  

 E5:ครัว (kitchen) (N) => [Kitchen] 

 E6:NUMERIC | หอ้งครัว (N) | หอ้งนั�งเล่น(living room)(N) 

 {ห้องสันทนาการ(N)} => [Kitchen] [Living room] 

Referencing the examples above, the example E5: “ครัว 
(kitchen)(N)” can be defined into only one concept; that is the 

concept “Kitchen”, the example E6: “NUMERIC | ห้องครัว (N) 

| หอ้งนั�งเล่น (living room) (N) {หอ้งสันทนาการ(N)} => [Kitchen] 

[Living room]” can be defined into two concepts; “Kitchen” 

and “Living room”. After defining concepts for all patterns, 
these patterns defined are validated by three experts in NLP 

and ontology. This evaluation aims to evaluate if the patterns 

and concepts we manually defined are semantically aligned. 

In cases of disagreement, the experts can comment on 

improvement. The results from three experts are considered 

to improve our patterns. The output of this step is named 

conceptual pattern trees. Finally, we have verified 1,308 

conceptual patterns. 

TABLE IV 

THE EXAMPLES OF BAG OF CONCEPTS 

ID Type Toilet Price Location Bedroom … 

1 T F F F F … 
2 F F T T T … 
3 F F T F F … 
… … … … … … … 
10,098 T T T F F … 

E. Pattern Matching 

We create a bag of concepts (BOC) by mapping between 

21 conceptual pattern trees, and the segmented customer need 

phrases. We create a mapping table. The attributes (columns 

of the table) represent the conceptual pattern trees. The 10,098 

segmented texts obtained from step B. are mapped to the 
conceptual pattern trees, as shown in Table 4. The column 

“ID” represents the number of segmented texts. The next 21 

columns represent the concepts of the product. For example, 

“Type” represents the “Type of house” concept. “Toilet” 

represents the concept of “Toilet”, and “Price” represents the 

concept of “Price”. The value in the table can be only two 

values: “T” and “F”. T (True) means that we found patterns 

of a conceptual pattern in given segmented text, and F (False) 

means that we found no patterns of a conceptual pattern in 

given segmented text. The bag of concepts finally consists of 

713 unique conceptual patterns mapped from 10,098 

segmented texts. 

F. Class Labelling 

This step consists of two processes as follows. 

1) Frequent Concept Set: All 713 unique conceptual 

patterns obtained from the previous step are largely to be 

classes for classification because too many classes could lead 

to poor effectiveness in the output of classification. We, 

therefore, need to reduce the number of classes by finding the 

frequent concept set (FCS) from the FP-Growth algorithm. 
Each set of co-occurred concepts obtained from FP-Growth 

will be a class and will be added to the frequent concept trees 

(FCT). This process sets the maximum size of items as 5. An 

example of a concept set with different sizes is shown in Table 

5. We obtain 12 FCTs with 95 sets of occurrence concepts; 

each consisting of at least two. For example, in the first row 

of Table 5., “Price”, “Bedroom”, and “Kitchen” are three 

occurrence concepts. The examples of the FCTs are shown in 

Fig. 2. For example, the (Bedroom) represents the concept 

that started with “bedroom”, the (Location) represents the 

concept that began with “location”, and the (Price) represents 

the concept started with “price”, respectively. 

TABLE V 

THE EXAMPLES OF CONCEPT SETS WITH DIFFERENT SIZES 

Size Item1 Item2 Item3 Item4 Item5 

3 Price Bedroom Kitchen   

3 Location Bedroom Parking   

3 Location Bedroom Toilet   

3 Bedroom Parking Toilet   

4 Rent/Buy Price Location Bedroom  

4 Rent/Buy Price Location Parking  

5 Rent/Buy Price Location Bedroom Parking 

5 Rent/Buy Price Location Bedroom Toilet 
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Fig. 2  The examples of frequent concept trees 

2) Class Labelling and Term Weighting: In this step, 

referencing Fig. 3, we use BOC as a train set. We then define 

the class for every record, as shown in Fig. 3(step 1). We first 

select only the concepts that represent value “T” in each 

record and match those concepts with the concept patterns in 

the FCT as shown in Fig. 3(step 2), in cases where no concepts 

are matching those in FCT, for example, there are no concepts 

that start with the concept “Type”, we then consider the next 

idea in order; that is “Price” as shown in Fig. 3(step 3). Those 

concepts are finally matched with only three concepts; 

“Price”, “Location”, and “Bedroom”, based on the fact that 
there is no concept of “Type”. We then use the first concept 

matched as the class of this record, as shown in Fig. 3(step 4). 

Some records cannot be matched with any concepts from the 

matching process.  

 
Fig. 3  The example of class labeling and term weighting process 

3) We then put them in the class named “Undefined”. 

Therefore, there are 13 classes, including “Undefined”, for 

classification. For term weighting, we calculate the TF-IDF 

and replace “T” with the TF-IDF value in BOC, as shown in 

Fig. 3(step 5). The column “ID” represents the customer’s 

need ID. The column “Class” represents the class. The 21 

remaining columns are 21 concepts. For example, the number 

0.026 between the row “ID#1” and the column “Type” means 

that the concept “Type” occurs in the customer need ID#1 

with the TF-IDF value 0.026. The number 0 between the row 
“ID#5” and the column “Price” means that the concept 

“Price” does not occur in the customer need ID#5. 
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G. Classification and Evaluation 

In this step, the effectiveness of this model is evaluated on 

five classification algorithms including DT, SVM, NB, K-NN 

and RBFN. We perform the classification algorithms by using 
10-fold cross validation. To assess the effectiveness of this 

model, we use accuracy, precision, recall and F-Measure, 

which are defined as follows: 

 �������� =  
�����

�����������
 (2) 

 �� ��!�"� =  
��

�����
 (3) 

 # ��$$ =  
��

�����
 (4) 

 % − ' �!�� =  
(×�)*+�,�-�×.*+/00

�)*+*,�-��.*+/00
 (5) 

Where 1� is truly positive, which refers to the number of 

predicted positives that are correct, %� is false positive, 

which refers to the number of predicted positives that are 

incorrect, 1� is truly negative, which refers to the number of 

predicted negatives that are correct, and %� is a false 

negative, which refers to the number of predicted negatives 

that are incorrect. 

III. RESULT AND DISCUSSION 

We first evaluate the effectiveness of K-NN using a K 

value from 1 to 10. The result shows that classifying with K=4 

gives higher accuracy than the others, as shown in Table 6.  

TABLE VI 

THE ACCURACY RESULTS OF CLASSIFICATION USING K-NN 

K value Accuracy (%) K value Accuracy (%) 

1 99.69 6 99.75 
2 99.62 7 99.67 
3 99.7 8 99.68 
4 99.76 9 99.7 
5 99.73 10 99.74 

 

We then use K=4 for comparison with the other algorithms. 

The experimental results of all algorithms are shown in Table 7.  

TABLE VII 

EXPERIMENTAL RESULTS 

Algorithm Accuracy Precision Recall F-measure 

DT 99.97 78.22 78.08 78.15 
SVM 99.95 77.52 77.5 77.51 
RBFN 99.94 76.25 76.15 76.2 
Naïve-Bayes 99.93 77.24 77.29 77.26 
K-NN, k = 4 99.76 73.7 73.86 73.78 

 

The accuracy values of DT, SVM, RBFN, NB, and K-NN 

are 99.97%, 99.95%, 99.94%, 99.93%, and 99.76%, 

respectively. The results show that all algorithms give a high 

accuracy value (more than 99.00%); the highest accuracy 

value is obtained by using DT. The precision values of DT, 

SVM, RBFN, NB, and K-NN are 78.22%, 77.52%, 76.25%, 

77.24% and 73.70%, respectively. The DT gives a higher 
value than the others. The recall values of DT, SVM, RBFN, 

NB, and K-NN are 78.08%, 77.50%, 76.15%, 77.29%, and 

73.86%, respectively. The DT gives a higher value than the 

others. The F-measure values of DT, SVM, RBFN, NB, and 

K-NN are 78.15%, 77.51%, 76.20%, 77.26% and 73.78%, 

respectively. The DT gives a higher value than the others. 

Although the DT gives a higher accuracy value than the 

others, all algorithms still give an accuracy higher than 

99.00%. In summary, the results show that the DT algorithm 

provides higher accuracy, precision, recall, and F-Measure 

values than the others, leading to an optimal classification 

algorithm. These accurate results are due to this model using 

a bag of concepts together with TF-IDF instead of a bag of 

words and using a frequent concept tree obtained from the FP-

Growth algorithm.  

IV. CONCLUSION  

This research proposes a model for classifying customer 

need phrases in the need to buy and sell properties from 

Facebook and web boards. This model presented a method for 

representing BOC in semantic analysis and applies TF-IDF 

for term weighting, representing TF-IDF value in BOC. As 

this study focuses on understanding Thai customer needs by 

classifying phrases posted on social media into a particular 
concept, creating the customer need ideas for semantic 

classification is the main task of this study. Therefore, BOC 

is a selected technique instead of BoW (Bag of Words). This 

is because BOC is a collection of words that are semantically 

related. 

Furthermore, this research has presented a novel approach 

to creating BOC from patterns of words that are related in 

terms of semantics and order of word occurrence. As many 

classes of concepts obtained according to customer needs 

were encountered, the FP-Growth algorithm is also used in 

our proposed model. This affects the number of classes to be 

reduced from 713 to 13, which makes the classification more 
accurate and effective. The effectiveness of the proposed 

model is evaluated and compared between five classification 

algorithms: DT, SVM, NB, K-NN, and RBFN. The result has 

shown that accurate results from the DT algorithm were 

achieved and met the objective of this study. Thus, we can 

conclude that the proposed model is more applicable to 

knowing and understanding customer needs in Thai from 

online social media as we seek. 

Although this model has performed well, it is suitable to be 

applied with the need of buying and selling property domain. 

We need to improve some points for future work, such as 
using word relatedness and word similarity, enhancing the 

effectiveness of synonyms for this model, extracting name 

entities in customer needs phrases, and expanding this model 

to other exciting domains. Understanding the syntax and 

semantics of phrases written in social media and 

automatically classifying customer needs terms are also 

necessarily required for future work. Furthermore, we have 

found some interesting points from our study: applying this 

model to other languages, such as English. This can be 

suggested by studying the nature and syntax of writing such 

language in social media. 
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