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Abstract— Measuring biomass content is an important stage in harvesting shrimp as it will determine the harvest time. Manual 

detection has caused shrimp stress and eventually caused shrimp death; therefore, a new shrimp biomass determination is required. 

This research aims to design an IoT technique-based biomass measurement, using underwater shrimp video with fog and cloud 

computing processes to easily detect shrimp underwater, irrespective of the complex noise. The method consists of several steps: image 

processing using grayscale, thresholding, contour edge detection, labeling, and blob detection. The results revealed that the highest 

SSIM value in the thresholding process was 0.18, while the lowest MSE was 91.35. In addition, in the contour edge detection process, 

the highest PSNR value was 3.6, and the lowest MSE was 2.06. The blob detection process produces a maximum key performance of 

566, 411, and 387 in the Laplacian of Gaussian (LoG), Difference of Gaussian (DoG), and Determinants of Hessian (DoH) methods, 

respectively. The Quality of Service (QoS) obtained throughput, loss, and delay values of 832.25, 0%, and 7.25 ms, respectively, in the 

data acquisition and computation processes, with the three parameters at a very good level. In conclusion, the IoT model is very suitable 

for underwater shrimp detection because it is a non-invasive method, contains high key performance blob detection, and has a very 

good QoS level and high-speed computation process. 
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I. INTRODUCTION

Shrimp is one of Indonesia's most popular seafood and 

contributes to almost half of the total seafood products. A 

large number of statistical data from the Food and Agriculture 
Organization (FOA) official website shows that the total 

worldwide shrimp yield exceeds six million tons, of which 

approximately 60% are sold in the world market [1]. Shrimp 

cultivation is an important aquaculture product that boosts a 

country's economy [2].  

Therefore, monitoring its condition underwater is required 

to determine the population of shrimp culture [3]. Due to the 

increasing demand for high-quality shrimp, a method is 

required to detect its quality adequately [4]. The image 

segmentation technique is a popular method used in object 

recognition models, and the accuracy of this technique greatly 

affects object recognition and identification [5]. 

Pixels are found in digital images and used as input in the 

segmentation algorithm to generate information [6]. One of 

the simplest approaches to separating objects from the 

background and foreground is thresholding. This 

segmentation technique can be implemented in image 

processing and computer vision research because it can easily 

overcome the basic problem of object detection [7]. The 

optimum threshold is selected by minimizing the variance of 
the gray values concerning the mean in each phase. Obscurity 

is expressed at the beginning of the threshold process by 

allowing one pixel to be part of two or more phases 

comprising different membership values [8]. 

Contour segmentation is an image-processing step used to 

determine its geometry [9]. Edge contour segmentation is 

widely used to extract the image edges, making them clearer. 

The advantages of this method are high accuracy, more 

popularity, excludes the need to modify objects, and 
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suitability for monitoring at any time during the processes 

[10]. 

In computer vision, a blob algorithm identifies specific 

areas in an image. This method is widely used in detecting 

images using real-time monitoring systems that run on 

software platforms with high processing levels. Therefore, the 

implemented system requires the right infrastructure [11]. 

IoT innovations have taken sensor development to a new 

stage. It uses various sensors to provide numerous information 

and data collected from the camera and directly distributed to 
the network. The data collected allows the device to work 

independently [12]. In IoT, local computing on a fog network 

can lighten the burden on the cloud network, and this method 

also provides quick information with higher network 

efficiency [13]. The sensor's Wi-Fi gateway is connected to the 

router and the fog server and used for data communication. 

The use of this system is very effective due to its small size 

and low production cost [14]. 

This research proposes an IoT technique for detecting 

shrimp underwater using a blob detector. This IoT 

infrastructure is used for data transmission and computing 
processes carried out on fog and cloud servers. This method 

was used to detect the presence of shrimp underwater in 

aquaculture locations.  

Wang [11] used a Laplacian of Gaussian (LoG) blog 

detector to evaluate the attenuation of adjacent overlapping 

image areas while maintaining its quality. The data used in 

this research were fluorescence microscopy cell images and 

electron micrograph nanoparticles. The experimental results 

show that the proposed method outperforms the existing ones 

for overlapping blob objects. 

Another research was conducted on the use of a blob 
detector, filtration, gradient location, and estimation to search 

for shape estimates. The LoG detector scale ranged within a 

certain scale in the blob detection. The proposed method was 

compared with several others on microscopy cell images, and 

the results showed higher area precision and more precise 

shape estimation [15]. 

Malinowski et al. [16] used a blob detector to detect the 

pupil and iris based on an ellipsis or vision of light entering 

the eye. In this study, the camera used was perpendicular to 

the eye. Iris and pupil images in shape detection segmentation 

to detect pupillary edges. Dave et al. [17] used a blob analysis 

for real-time vehicle detection and showed the morphology 
operation and binary logical operation, and Support Vector 

Machine (SVM) for vehicle detection.  

Another research describes using blob to detect IoT-based 

vehicles using image processing, such as segmentation, 

region, edge feature extraction, image labeling, blob analysis, 

and object detection. Data on vehicles were collected from 

cameras installed on the highway and the side road to record 

traffic. The results showed that the proposed method could 

better detect vehicles for validation than traditional methods 

[18]. The blob detector is also used to detect fake images, 

conducted by copying one area and pasting it to another using 
keypoint detection, original keypoint image, and fake image 

compared to the area of detection [19]. This research aimed to 

design an IOT-based biomass detection which was 

implemented in the shrimp harvesting technique. 

II. MATERIAL AND METHOD 

The image detection process comprises several stages. The 

data used were collected from a shrimp farm with a pond 

made of tarpaulin. The process was directly carried out on the 
fog network by monitoring the shrimp using cameras placed 

in the pool. IoT infrastructure was wirelessly connected to its 

gateway for data communication. Fig. 1 (a) is a graphical 

representation of IoT, which shows that the fog server stores 

video data collected using a camera on its fog storage. 

The research was carried out to compare the speed of fog 

and cloud computing. The first trial was conducted on the fog 

server, while the second was conducted on the cloud server. 

The steps taken are to extract the underwater shrimp video file 

from a sample of 3 images using the image processing stages: 

gray scaling, thresholding, contour edge detection, labeling, 
and blob detection. The research flow is shown in Fig. 1 (b). 

A. Image thresholding 

Image segmentation is fundamental in many images, video, 

and computer vision applications. It is often used to partition 

an image into separate areas and analyze it. The gray level of 

pixels in foreground objects completely differs from the 

background. Thresholding is a simple but effective tool for 

separating foreground objects from the background. The 

pixels in the image are divided into two large groups 
according to their gray level. It functions as a detector to 

distinguish between background and foreground objects in the 

image [20].  

Image segmentation is partitioning a digital image into 

several smaller segments. The purpose is to simplify and 

convert the image representation into a more readable format 

and easier to analyze. The segmentation process must 

efficiently separate the foreground from the background and 

other foreign objects in the original image [21]. The threshold 

technique is one of the important strategies in image 

segmentation. The grayscale pixel value is represented at the 
gray level L, and the total pixel value is denoted by N [22]. 

 L = [1,2,3,…L]   (1) 

 N = n1 + n2 + n3 + … + Nl (2) 

The pixels are divided into background Cb and foreground 

Cf, by giving the threshold value t. 

 Cb = [1,2,3...t] (3) 

 Cf = [t+1, t+2, t+3…L] (4) 
The formula to determine the background and foreground 

variance for the threshold value t is as follows: 
Background Cb : 

 Weight Wb = ∑ ��
�

�
���   (5) 

 Mean µb = 
∑ 	∗��


���
∑ ��


���
 (6) 

 Variance ��
� =  ∑ �	�����∗��


���
∑ ��


���
  (7) 
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Fig. 1  (a) Research framework; (b) Research flowchart 

 

Foreground Cf : 

 Weight Wf = ∑ ��
�

�
	����  (8) 

 Mean µb = 
∑ 	∗���

���
∑ ���

���
 (9) 

 Variance ��
� =  ∑  	��!"�∗���

���#�
∑ ���

���#�
 (10) 

The variance in class �$
�  is determined by summing the two 

variances multiplied by the weight. 

 Variance in class �$� =  %���
� + %���

� (11) 

B. Image Contour 

The initial approach to contour detection aims to measure 

the presence of object area boundaries in a particular image. 

Roberts, Sobel, and Prewitt used various operators to detect 

edges by measuring the image's grayscale using a locally 

derived filter. Marr and Hildreth used the zero crossing of the 
LoG operators and the Canny detector to model the edges 

using a threshold calculation. The digital image area detection 

algorithm tries to partition the image pixels into several 

components to ensure the resulting segmentation is neither too 

coarse nor too fine. The difference in the internal component 

Int (R) is the largest weight, with each step comprising a 

combination of R1 and R2, which are connected by edges, 

where (R) = k / |R| and k is a scale parameter that can be used 

to set the size of the edge component [23]. 

 '() *)+�,1�" + .�,1�, *)+�,2� + .�,2�� (12) 

Canny edge detection smoothens the image with a 

Gaussian filter used to calculate the value in the directional 

gradient and remove false edges [24] [25], and its formula 

method is presented as follows: 

 1�2 + 3� = �
�45� exp 9− 4��;�

�45� < (13) 

Sobel is the most common edge detection with good 
performance results and typically used on images with 

detectable noise and increased margins [26]. The 3x3 

convolution mask is usually used to detect gradients in the X 

and Y directions [27]. Prewitt is easy to implement, using a 

3x3 convolution mask. Its filter is a fast method for edge 

detection and is only suitable for soundless images with good 
contrast [28] 

Roberts plays a role in eliminating noise due to its ability 

to calculate everything rapidly. Operator Robert contains a 

pair of 2x2 convolution masks. One of the masks is rotated 90 

degrees. Laplacian edge detector provides a brief overview 

and mathematical description of the grayscale image with 

discontinuity between the two areas at varying gray levels. 

Edge detection method LoG contains a pair convolution 3x3. 

LoG is based on second-order derivatives, using the following 

formula [29]: 

 =�> = 5��
54� + 5��

5;� (14) 

C. Image Labeling 

This is a segmentation method used to measure and identify 

the object area in the image. Connected Component Labeling 
(CCL) produces a new image, which results from the process 

whose components are related. The labeling operation of the 

object area assigns a unique identity to all pixels with a value 

of 1 in the area. The results are the components of the 

extractable image object. Algorithm CCL can work on binary 

images using four or 8-connectivity methods [30].  

D. Image Blob Detection 

The blob detector is based on an area scale representation 
of the image. For a digital image, the smoothed scale is 

stacked into its representation. Different types of multiscale 

differential operators produce varying sizes of blobs in the 

domain of the scale space. One commonly used algorithm is 

the Mask Gaussian Multiscale, while the Operator Log 

generates a Gaussian kernel-based method. The other version 

is a method of Difference of Gaussians (DoG) and 

Determinant of Hessian (DoH) [15]. The conventional 

detection process included additional blob information such 

as color or texture. Descriptors are used to enhance the feature 

vector of the blobs to be extracted from the original image at 

all scales. Features used in blobs include color and texture, 
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with the original image feature vector extracted to ensure the 

blur does not affect the feature vector. The stability of this 

feature is indicated by the formula 15, where > =
?>1, >2, >3, … , >)B anC = ?C1, C2, C3, … , C)B correspond to 

the blobs and dist of the Euclidean distance [31]. 

 D = �
E	FG��,H� (15) 

LoG is given the input image >�2, 3� , masked with 

Gaussian mask. 

 C�2, 3, +� = �
�IG J�K�#L�

�
    (16) 

At a certain scale t is given a representation of the scale 

space M�2, 3; +� = C�2, 3, +� ∗ >�2, 3�, then the laplacian is 

applied to the operator. 

 ∇�M = M44 + M;;  (17) 

For Difference of Gaussians (DoG), from the L scale 

representation (x,y,t): 

 მGM = �
� ∇�M (18) 

From the Laplacian formula ∇�PQR
� M�2, 3; +� can also be 

calculated as Gaussian smoothing boundary difference 

between two images. 

 ∇�PQR
� M�2, 3; +� ≈ G

∆G �M�2, 3; + + ∆+� − M�2, 3; +�� (19) 

For Determinant of Hessian (DoH) 

 UJ+V�PQRM = +��M44M;; − M4;
� � (20) 

Where HL is the Hessian matrix 

�2, 3; +
= WXCYW2Z[\WZ�2,3,+���UJ+V)[XYM��2, 3; +�� 

(21) 

The blob point (x,y) and the t-scale defined from the 

geometric differential operations lead to a blob descriptor that 

is covariant with rotation and capable of scaling in the image 

domain [32]. Feature matching is a process to determine 

points in the image area from the blob detector in each method 

used. Each point is encoded as a binary descriptor D(i) [19]. 

 VU =  ∑ ]^,�_`a�(�, _`a�b�c
a��  (22) 

E. Internet of Things 

Internet of things (IoT) is a technology widely used for data 

retrieval and processing. Its use for aquaculture makes 

hardware and software systems more sophisticated, thereby 

increasing crop yields. Device IoT can be used for monitoring 

weather data, livestock, site temperatures, early detection of 
disease in animals, and disturbances that cause animal death 

[33] . 

The applied intelligent system is a technology that plays an 

essential role in the field of aquaculture. Its architecture is 

used to acquire and process big data used for computing 

processes. The IoT architecture used in intelligent systems 

comprises several layers for processing. This method is 

proven to be able to effectively process big data with 

intelligent equipment and provide the information needed by 

companies or organizations in more detail [34]. 

Quality of Service (QoS) measures the services the 
network providers offer to users. The measurement 

parameters used include fault tolerance, energy efficiency, 

bandwidth, packet loss, delay, and throughput. QoS is used in 

IoT to measure the quality of data transmission and process 

speed. This is because the QoS quality of wireless networks 

is very volatile due to the influence of the equipment [35]. 

III. RESULT AND DISCUSSION 

This research was conducted using python 3, implemented 

on 3 digital images of underwater shrimp. The experiment 

started by converting the original image into a grayscale 
image using the thresholding process, as shown in Fig. 2 (a) 

[36]. The Structural Similarity Index Measure (SSIM) and 

Mean Squared Error (MSE) values for 3 images were 

generated from the results of the computational process [37]. 

The process results with the highest SSIM and the lowest 

MSE of the computational process at the threshold with a 

value of 0.01, as shown in Fig. 2 (b). This means the otsu 

algorithm's segmentation with a threshold value of 0.01 

produces better structural similarities between grayscale and 

binary images, with high-quality pixel values. The error value 

calculated using MSE shows that the threshold value of 0.01 
produces a low error. This means that the average value 

variance estimators of the grayscale and biner images 

produced are low. 
 

 
Fig. 2 (a) Grayscale image; (b) Thresholding image; (c) Edge detection of 

shrimp image data underwater 

 

The next process uses image data with a threshold value of 

0.01. The experiment was continued for the edge detection 

process on 3 contours of digital shrimp images underwater. 

The edge detection process uses 5 methods: Canny, Sobel, 

Prewitt, Roberts, and LoG. From these results, the value of 

Peak Signal to Noise Ratio (PSNR) and Mean Squared Error 

(MSE) for 3 images are determined [37]. Edge detection 
process indicates that the highest PSNR and the lowest MSE 

are found in the canny method with 3.6 and 2.06, respectively. 

This means the canny edge detection algorithm produces a 

high image quality signal ratio than the detected noise, as 

shown in Fig. 2 (c). Furthermore, the average error value 

between the binary image and the edge detection results 

produces the lowest close to zero. 
The data was used to determine the result of the Canny 

edge detection process. The experiment was continued for the 

image contour process on 3 digital shrimp images, using the 

Region of Interest (ROI). Fig. 3 (a) shows the results of the 
image contour process consisting of several forms of contours 

in the form of a shrimp image. 

The ROI contour data was used to determine the area of the 

shrimp image object [38]. This process identifies the pixel 
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value of the image as 1. The Intersection over Union (IOU) 

value was obtained for 3 images, the value of matching object 

detection in digital images [39]. The digital image labeling is 

described from the experimental results as shown in Fig. 3 (b). 

The computation result shows that the tenth digital shrimp 

image produces the highest IOU with a value of 0.61. 

Therefore, the prediction area with the ground truth image has 

high proximity with significant intersection values.  
 

 
Fig. 3 (a)  ROI Image contour; (b) Image labelling of image shrimp underwater 

The experiment further conducted in detecting blobs on 

digital shrimp images was to determine its texture area. The 

methods used are LoG as shown in Fig. 4 (a), DoG as shown 

in Fig. 4 (b), and DoH as shown in Fig. 4 (c) [15]. Its 

computational process result generates key point performance 

values for 3 images [40]. The graph illustrates that the LoG 

algorithm produces the highest key point performance in 

detecting the shrimp area with a value of 566. Therefore, the 

pixels in the shrimp area bordering the background are 

detected with a high value in the 2-dimensional image. 
This research used IoT for data retrieval and transmission 

on wireless networks using QoS [41], which was measured in 

two trials. The first was data transmission underwater shrimp 

digital video from the Wi-Fi underwater camera to the fog 

server. Meanwhile, the second was data transmission 

underwater shrimp digital images from the fog to the cloud 

server. The first experiment led to a throughput value of 30.97 

kbps, a packet loss of 0.01%, and a latency delay of 22.7 ms, 

as shown in Table 1. 

 

 

Fig. 4  (a) Blob detection using LoG; (b) Blob detection using DoG; (c) Blob detection using DoH; (d) Key performance blob detection and time process on server 

fog and server cloud 

 

 

The three QoS parameters, namely throughput and packet 

loss for transmitting shrimp digital image data between 

underwater camera and fog server, are very good. Therefore, 

data communication on IoT infrastructure using underwater 

cameras and fog servers runs very well. The second QoS 

generated in this experiment obtained throughput, packet loss, 
and latency delay values of 832.25 kbps, 0%, and 7.25 ms, 

respectively. This running process at an internet speed of 10 

Mbps and the statistics QoS were shown in Table 2. 

The table 2 shows that the three QoS parameters, for 

transmitting shrimp digital image data between fog server and 

cloud server are at a very good level. This means that data 

communication on IoT infrastructure using fog server and 

cloud server runs adequately. The computing process uses IoT 

infrastructure, namely fog servers with I3 and I7 PC 

specifications equipped with GPUs and cloud servers [42]. 

The computing process on a fog server with I3 specification 
and without GPU takes longer than on a cloud server. 

Meanwhile, the computing process on a fog server with an I7 

specification with GPU is quicker, as shown in Fig. 4 (d). 

Therefore, computing on fog and cloud servers with I7 GPU 

specifications is able to reduce the density of data 

transmission processes for shrimp digital images. 

TABLE I 

VALUE QUALITY OF SERVICE SHRIMP DATA TRANSMISSION FROM 

UNDERWATER CAMERA TO FOG SERVER 

QoS 

Parameters 

Value Index Category 

Throughput 30,97 kbps 4 Very good 
Packet Loss 0.01% 4 Very good 
Delay 22.7 ms 4 Very good 

TABLE II 

VALUE QUALITY OF SERVICE SHRIMP DATA TRANSMISSION FROM FOG 

SERVER TO CLOUD SERVER  

QoS 

Parameters 

Value Index Category 

Throughput 832,25 kbps 4 Very good 
Packet Loss 0% 4 Very good 
Delay 7.25 ms 4 Very good 

IV. CONCLUSION 

This study investigated the use of IoT technology for 

underwater shrimp detection using blob detector with non-

invasive methods. Among DOH, DOG and LOG algorithms 
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technique, the LOG algorithm produced the highest keypoint 

performance (566) compared to the DOH and DOG algorithm. 

The data communication on IoT infrastructure using fog and 

cloud server was running effectively, with throughput, packet 

loss and latency delay value of 30.97 kbps, 0.01% and 22.7 

ms for underwater to fog server, and 832.25 kbps, 0%, and 

7.25 ms for fog server to cloud server. This concludes that the 

LOG algorithm has higher pixels in the shrimp area bordering 

the background in the 2-dimensional image and get high key 

performance blob detection, the IoT infrastructure model 
using I7 specs, get very good level for three QoS parameters 

and quicker for speed computation process. Future research is 

recommended to increase the accuracy using more research 

data and the capturing the size of shrimp object. Using feature 

extraction and machine learning algorithms can also be 

another alternative for detecting the object and compare to the 

current result.  
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