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Abstract— Analyzing and mitigating natural disasters can be a challenging task, which is why the field of computer science, specifically 

artificial intelligence (AI) is necessary to aid in the complexity of disaster management. AI provides the tools and analytical models to 

help solve the intricacies of handling natural disasters. Convective clouds, closely related to rain and can lead to large-scale, prolonged 

hydrometeorological disasters, are a crucial component to consider. To improve the classification of these clouds, a predictive-analytical 

model based on deep learning, called the CC-Unet model, was developed. This model utilizes a U-Net architecture and is trained using 

a dataset of convective cloud images. The researchers used satellite image data from the Himawari 8 satellite collected in May and 

October 2021. The images were pre-processed and verified using observational data. The model was tested using a random train-test 

split method, showing that the CC-Unet model had a higher accuracy of 97.29% compared to the U-Net model, which had an accuracy 

of 94.17%. Additionally, the significance test using the Wilcoxon method showed that the CC-Unet model had significantly different 

performance results from the U-Net model. The ground truth image was also compared with the predicted image, showing a low root 

mean square error value of 0.0218, indicating a high level of similarity between the two. Overall, this research demonstrates the potential 

of AI and deep learning in classifying convective clouds to aid in natural disaster management.  
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I. INTRODUCTION

Flooding is an urban problem that should be solved because 
it has a systematic adverse impact on human life [1]. This 

disaster is an event where the water level rises because the 

absorption capacity of the soil is not proportional to the 

volume. In low-lying urban areas, flooding can be caused by 

natural factors, such as rainfall and river overflow, negatively 

affecting human behavior toward the environment [2], [3]  

Rain is one of the most significant key factors in the water 

balance on earth, which leads to flooding [4]. Medan is the 

economic center of the government in North Sumatra, which 

is constantly improving in creating a modern and livable city 

plan. Unfortunately, this city has been inseparable from the 
flooding problem due to climate change, often making rain 

prediction difficult [5]. Therefore, technology, such as 

Artificial intelligence, is expected to help decipher the 

complexity of predicting rain events in North Sumatra.  

Its benefits can be felt in various sectors with an increase 

in numerous. This has led to a shift in learning from the 

previously used machinery field to deeper learning. Over the 

last few decades, deep learning has tackled several prediction 

problems [6]–[8]. One application of DL is detecting and 
mitigating the complexity of natural disasters today, 

especially in Indonesia. Therefore, a more precise learning 

method is needed to provide solutions to disaster detection 

problem-solving [9]–[12].  

Deep learning is an essential element of data science, which 

includes statistics and predictive modeling [13]. It makes it 

easier for data scientists to collect, analyze, and interpret large 

amounts of data. Moreover, this technique can automate 

analytical and predictive processes [7]. In contrast to 

traditional machine learning, which uses linear hierarchy, 

deep learning algorithms are designed non-linearly, involving 

multiple layers [14]. Therefore, the convolution neural 
network (CNN) was used in this research to detect convective 
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clouds. The cloud image data was obtained through the 

Himawari 8 Satellite sensing [15]–[20]. 

There are two main approaches to CNN-based image 

segmentation, namely region-based semantic segmentation 

(RBSS) as in [21] and fully convolution network-based 

semantic segmentation (FCNBSS) as studied in [22]. In the 

first approach, image segmentation is performed by breaking 

the image into smaller parts. This method requires a 

complicated process, especially on complex images [23]. 

Meanwhile, in the second approach, segmentation is based on 
image pixels. It is simpler because it does not need to perform 

image feature extraction. Subsequent  analyses in image 

segmentation are more directed to the application and 

development of FCNBSS-based models [24],  

There are two main models for the FCNBSS approach: 

SegNet [25] and U-Net [26]. Both have been successfully 

applied to cloud image segmentation. Besides these two 

models, others related to cloud image segmentation are the 

development of the CD-Unet model [27], model Refined U-

Net [28], [29], and SegCloud [30].  

According to preliminary studies, the U-Net-based model 
is more effective than SegNet [31]. This is because U-net can 

distinguish the scale of image features even with small data. 

On the other hand, in cases with complex images, it often fails 

to produce satisfactory performance [32]. This is caused by 

background image factors capable of affecting the 

segmentation results [33]. Image background factors often 

arise due to interference from nature, buildings, and others. 

Then, the presence of these interfering objects affects the 

result of cloud image segmentation [34]. Due to these 

considerations, improving the U-Net model to capture the 

main image segment as much as possible is necessary. 
Improvements to the U-Net model are expected to enhance its 

ability to minimize residual or noise factors [35] in image data, 

especially those associated with the cloud [29], [37].  

Several studies on U-Net have been conducted, such as the 

one performed by [38] using a deep-learning method named 

U-Net, which was applied to improve the skill in forecasting

summer (June–August) precipitation for a one-month lead.

The most improved areas were Northwest, Southwest, and

Southeast China. Sensitivity experiments showed that soil

moisture is the most crucial factor in predicting summer

rainfall in China. Wang et al. [39] advances in deep learning

enable complex spatial patterns such as urban development to
be learned and simulated, wang used the U-Net deep learning

algorithm to capture historical urban development and

simulate future patterns for the North China Plain, the results

showed that it can accurately predict urban land-use and

mimic real-world spatial patterns. Marhamati et al. [40]

propose a novel approach for segmenting depressed human

tongues in photographic images called the learning-to-

augment incorporated U-Net (LAIU-Net). The approach

addresses the challenges of shape variability and flexibility of

the tongue, and it uses a dataset of 333 tongue images from

111 depressed individuals. The LAIU-Net approach also
addresses the problem of overfitting and increases the

generalizability of the deep network by automatically

choosing the best policies for data augmentation, it has been

compared to other state-of-the-art U-Net configurations, and

it achieved a mean boundary F1 score of 93.1%.

U-Net is a robust deep learning architecture effective in

various image segmentation tasks[32], [41], [42]. It has been 

used to address the challenges of segmenting small vessels in 

retinal blood vessel segmentation [43], the frequent 

movement of the tongue due to its natural flexibility in the 

tongue diagnosis system, and the shape variability and 

flexibility of the tongue in depressed human tongue 

segmentation  [40]. The U-Net architecture has also been 

modified and incorporated with techniques such as series 

deformable convolution [44] , attention mechanism [45], and 
learning-to-augment to improve its performance and address 

overfitting issues[46], [47]. The results from these studies 

have shown that U-Net has strong capabilities in accurately 

segmenting images with high shape variability and flexibility, 

with mean boundary F1 scores reaching up to 93.1%. 

This research used residual minimization by multiplying 

U-Net channels into two or dual channels. The first and

second are applied to extract the primary and residual

segments of the cloud image. This approach aligns with

previous research on eliminating image residues, namely dual

channel [48] and double branching [49]. Both studies have
successfully applied the dual-channel principle in overcoming

image residues. Therefore, based on the background

described, this research built the CC-Unet model, a deep

learning-based technique to detect convective clouds and

improve the performance of the previous U-Net. The deep

learning model aims to detect the type of CB cloud sourced

from the satellite. The results of this prediction will be used

as a flood early warning system.

II. MATERIAL AND METHOD

A. Datasets

Data collected from Himawari-8 satellite image from 2019

to 2021 were as follows: 

 Himawari-8 satellite data IR-1 channel in pgm

(Portable Gray Map) and .cn formats with a 0.04° x

0.04° per hour resolution. This data was downloaded

from the GMS/GOES9/MTSAT Data Archive for

Research and Education webpage at

http://weather.is.kochi-u.ac.jp/archive-e.html.

 Hourly and daily rainfall observation data from weather

observation stations and BMKG rainfall measurement
posts in the Medan City area

 Upper air observation data (Radiosonde) from the

Kualanamu Meteorological Station.

B. Data Preparation Techniques

The data processing procedures carried out in this research

are as follows: 

 Meso-scale heavy rain timing, daily rainfall data from

the BMKG Weather Observation Station in the North

Sumatra region from 2019 to 2021 is used to view
mesoscale heavy rain events in the Medan City area.

The time of heavy rain that occurs evenly in two

weather observation stations in the Medan area is

selected as a case study.

 Pre-processing cloud image data in .cn format was

converted into image data in .TIFF for easy processing

by the CC-Unet model.
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C. Methods U-Net Based Deep Convolution 

U-Net architecture introduced by Ronneberger [26] is one 

of the first convolutional networks specifically designed for 

biomedical image analysis. It is a network of derivative FCN 
that aims to address two domain-specific problems in medical 

image segmentation. This architecture aims to produce 

competitive segmentation results given the relatively small 

training data. Large data sets with a fully connected Feed-

forward CNN layer are used to analyze many parameters. This 

model has the luxury of learning a bit of information through 

many examples. For instance, in the case of medical image 

segmentation, the model needs to maximize what is learned 

from each sample. 

Meanwhile, cloud image segmentation must maximize the 

information learned from each instance. Encoder-decoder 

architectures, such as UNet, have proven more effective even 

with small data sets. This is due to the ability of the up-

convolution circuit to replace the fully connected layer on the 

decoder, which still has learnable parameters, which are far 

fewer than those of the fully connected layer. The second 

problem the U-Net architecture addresses is capturing context 
accurately and localizing the lesion at different scales and 

resolutions. 

 
Fig. 1  U-Net Architecture 

 

The structural representation of the U-Net architecture is 

illustrated in Figure 1. It is composed of two main 

components: the encoder and decoder. Each block in the 

encoder consists of two 3x3 convolutional layers, followed by 

a 2x2 pooling layer and a rectified linear unit (ReLU) 

activation function. Both the encoder and decoder comprise 

of convolution layers that form the contracting path. Each 

block in the decoder consists of two 3x3 convolutional layers 
and a 2x2 up-sampling layer. The encoder is responsible for 

downsampling the image while increasing its resolution. In 

contrast, the decoder is an expanding path, consisting of 

upsampling operations. At the end, a 1x1 convolutional layer 

produces the segmentation output. In the U-Net architecture, 

the low-resolution features of the contracting path are 

combined with the upsampled output of the expanding path. 

In this research, a process for data processing is carried out 

using deep learning and general approaches. The details of the 
research procedure are presented in Fig. 2.  
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Fig. 2  Research Flowchart  

 

III. RESULT AND DISCUSSION 

The CC-Unet architecture applied to the convective cloud 

image segmentation is illustrated in Figure 3. Each block in 

the CC-Unet architecture is shown in Figure 4. Each block 

comprises of two parallel 3x3 convolutional layers, resulting 

in a total of four convolutional layers in each block.  

 

 

Fig. 3  CC-Unet Model  
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The CC-Unet model above can be described as a layered 

architecture, divided into encoder and decoder, as shown in 

Figure 4. The encoder section performs a downsampling 

function to reduce the image size. This section comprises of 

the parameter number of channels (n); n= {64, 128, 256, 512}, 

and the activation function (f) =ReLu. Meanwhile, the 

decoder section performs an up-sampling function to restore 

the image size. This section comprises the parameter number 

of channels (n); n= {512, 256, 128, 64}, and the activation 

function parameter (f) =ReLu. The last part is the output layer, 
a classified or segmented cloud image. Then, the output 

parameter is the number of output channels (N), = 1x1, with 

activation function (f)= softmax. 

 

 
Fig. 4  CC-Unet Model 

 

The CC-Unet model above can be described as a layer 

architecture, as shown in Table 1. 

 

TABLE I 

CC-UNET DETAILS 

Block 
Channel-

1 
Channel-2 Path 

Concrete  

Layer 
Filter 

CG Block-1 Conv(3,3) Conv(3,3) 

Residual Path-1 

Conv(3,3) 64 

CG Block-9 Conv(3,3) Conv(3,3) Conv(1,1) 64 

    Conv(3,3) 64 

CG Block-2 Conv(3,3) Conv(3,3) Conv(1,1) 64 

CG Block-8 Conv(3,3) Conv(3,3) Conv(3,3) 64 

      Conv(1,1) 64 

CG Block-3 Conv(3,3) Conv(3,3) 

Residual Path-2 

Conv(3,3) 128 

CG Block-7 Conv(3,3) Conv(3,3) Conv(1,1) 128 

    Conv(3,3) 128 

CG Block-4 Conv(3,3) Conv(3,3) Conv(1,1) 128 

CG Block-6 Conv(3,3) Conv(3,3) 

Residual Path-3 

Conv(3,3) 256 

    Conv(1,1) 256 

CG Block-5 Conv(3,3) Conv(3,3) Conv(3,3) 256 

  Conv(3,3) Conv(3,3) Residual Path-4 Conv(3,3) 512 

 

Mathematically, the CC-Unet model in Figure 4 above can 

be modeled as an equation (1). It converts input convective 

cloud images into a vector or tensor-based prediction image 

 ���� =  ��∑ 
� , ���
��� �∑ 
� , ���

��� �∑ ����,� + ��
�
��� � + ��� + ���(1)  

where �� , ��, and �� are the image bias or noise factor, N is 

the number of layers, H is the hidden layer, M is the final or 

output layer, and k is the number of image labels or classes. 

Determination of the pixel position of the output image on 

CC-Unet using probability theory.  

The probability value is calculated using the SoftMax 

function to obtain the right value to produce good 

segmentation accuracy. The SoftMax equation is described in 

equation (2) as follows: 

 ����� = exp�"����� /�∑ exp �"�$�����%
�$��  (2) 

Where pk is the probability value of pixel x placement in 

the predicted image. The proposed model for the CC-U-Net 

architecture in the form of an algorithm is explained through 

the following stages: 
 

Algorithm 1 : CC-Unet-Classification of convective cloud  

input : image of cloud size 3600 x 2400 

 

    for i = 1 to 9 do : 

 

        {Step  1 Line of encoder(n) 

                         

                ci = Convolution2D(number of channels, (3, 3), f) 

                ci = Dropout(0.2)(ci) //0.2 == multiplier weight  

                ci = Convolution2D(16, (3, 3), f) 

                pi = MaxPooling2D((2, 2))(ci) 

                             

        {Step 2 : Cloud Image Decoder (n) 

                ui = Conv2DTranspose(512, (2, 2)(ci-1) 

                ui = concatenate([ui, ci-2]) 

                ci = Conv2D(256, (3, 3),f)(ui) 

                ci = Dropout(0.2)(ci) 

                ci = Conv2D(128, (3, 3), f)(ci) 

      

         {Step 3 : Output 

                Softmaxx :  

                 &'�(� = )*+�,'�(�� /�∑ )*+ �,'$ �(���-
'$�.  

            } 

 Output : 

      O_net = Conv2D(N, dimention, activation)(ci) 

 

 

The two types of activation functions applied in this 

research are ReLu and Softmax. In the CC-Unet architecture 

above, the Rectified Linear Unit (ReLu) activation function is 

applied to each convolution layer. The mathematical function 

of ReLu is described in equation (3), while Figure 5 is the 

graph of the ReLu function: 

 ����� = exp�"����� /�∑ exp �"�$�����%
�$��  (3) 

where "���� is an activation function in the k channel at the 

pixel � position, K parameter is the number of classes and 

functions, �����  is the maximum approximation of the 

function. 

 
Fig. 5  ReLu function form 
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A. Model Training 

Cloud image segmentation aims to identify and classify the 

presence of cloud pixels. Additionally, the Binary Cross 

Entropy (BCE) value is the final determinant for evaluating 
the pixel position, as determined by equation (4): 

 /012 = 3 �

4
 ∑ ���� log��8�9����9∈�  (4) 

where N is the batch size, the value of �, consisting of {1, …., 

K}, is the true image label at the time of segmentation, and w 

is a weight that determines the importance of an image. 

Normalization is essential in deep neural network-based 

models. Stabilizing the learning process and reducing the 

number of required epochs is necessary. The training phase of 
the network uses batch normalization based on the affine 

transformation: 

 ; = <�=> + ?� (5) 
 ; = <�@A�=>� (6) 

With W and b being the parameters of the CC-Unet model, 

g(.) represents the activation function used which is ReLu. 

The CC-Unet model is trained using the Adam optimizer [21] 

with a learning rate of 0.01, 1=0.9, 2=0.999, =10-7, and 50 

epochs. 

B. Metric Performance Model 

The performance of the model is measured based on the 

prediction accuracy, which is evaluated using the Intersection 

over Union (IoU), as described in equations (9) and (10). The 

IoU value is calculated for each class separately and globally 
determined based on the average value. 

 IoU = DEFGHIGJFKLE

MEKLE
 (7) 

 IoU = NO

NOPQOPQR
 (8) 

In equations (7) and (8) above, True Positive (TP), False 

Positive (FP), and False Negative (FN) are the number of 

image pixels (x) that are correctly, incorrectly, and externally 

classified as x. 

C. Cross Validation 

Cross-validation (CV) is generally used to test model 

performance. Therefore, the k-Fold cross-validation method 

was applied in this research where D image data is randomly 

split into k-sub-datasets of D_1,D_2,D_3,….D_k  with the 

same size between sub-datasets. The primary goal of this 

research is to enhance the performance of the CC-Unet model 

compared to the Segnet and Refined UNet models. The pre-

processing stage involves converting the original satellite 

image data in .cn format to .TIFF.  

The dataset used in this research is 100 Himmawari 8 
satellite images, divided into 10 subsets. During the training 

phase, each model is trained for 50 epochs. The original image 

resolution is 3600 X 2400, which is reduced to 384 x 384 due 

to memory limitations. In deep learning, the Sara network 

must minimize the loss value. The loss value is used to 

describe the extent of the difference between the actual and 

the predicted labels. Therefore, the neural network learns to 

adjust the weights and bias values to achieve its minimum 

value by minimizing loss.  

 

 
 

 
Fig. 6  Himmawari-8 satellite cloud image plot results 

 

The performance graph of the CC-Unet model with an 

epoch value of 50 iterations can be visualized in Figures 7 and 

8. Figure 7 shows a loss condition during the training and 

model testing process. The loss of value decreases along with 

the increase in training data. Similarly, in Figure 7, the 

accuracy during the training process and model testing 

continue to rise as the epoch increases. 

 

 
Fig. 7  CC-Unet model accuracy graph 

 

 
Fig. 8  Graph of the CC-Unet model loss. 

 

The performance of the CC-Unet model is compared to its 

predecessor model. Table 2 shows the average accuracy of the 

U-Net and CC-Unet models on the classification of 

convective cloud images in this study. Performance testing 

was carried out in 10 batches by monitoring performance 

accuracy. CC-Unet and U-Net have average accuracies of 

97.29% and 94.17% 
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TABLE II 

LOSS AND ACCURACY TESTING 

CC-Unet SegNet Refined Unet 

Batch 1 0,9705 0,9305 0,9587 
Batch 2 0,9822 0,9509 0,9665 
Batch 3 0,9745 0,9698 0,9677 
Batch 4 0,9767 0,9667 0,9567 
Batch 5 0,9817 0,9795 0,9598 
Batch 6 0,9620 0,9800 0,9512 

Batch 7 0,9870 0,9710 0,9676 
Batch 8 0,9590 0,9790 0,9875 

Batch 9 0,9877 0,9398 0,9277 
Batch 10 0,9834 0,9534 0,9534 
 Rata-Rata 0,9765 0,9621 0,9597 

From the results in Table 2, CC-Unet provides more 

accurate segmentation compared with U-Net, SegNet, and 

RefinedNet. Visually, Figure 9 shows a simple case of image 

segmentation. From Figure 8, we can find that CC-Unet has a 

better result than another method. CC-Unet can capture cloud 

areas that U-net, SegNet, and RefinedNet missed. 

Fig. 9  Segmentation result of batch 1. (1) CC-Unet (2) U-Net (3) SegNet (4) 

Refined Net (5) Original image 

From the results in Table 2, CC-Unet provides more 

accurate segmentation results. For example, Figure 9 shows a 

simple case. The segmentation accuracies of CC-Unet, U-net, 

SegNet, and Refined Net were 92.32 %, 87, 37 %, 90, 03%, 

and 89, 01 %, respectively. CC-Unet gives the best 

segmentation accuracy compared to the other models. A 

statistical significance test approach was used to test whether 

the performance results of the models in Figure 2 are 

significant. The Wilcoxon test [50] was applied at a 

significance level of 95% or % error rate of 5% (0.05). 

Wilcoxon test is statistically different, assuming the p-value 

<0.05. 

TABLE III 

THE RESULTS OF THE WILCOXON TEST FOR THE CC-UNET MODEL 

VS R+ R- Exact P-

value 

Asymptotic 

P-value

SegNet 47.5 7.5 0.04296 0.034301 
Refined U-Net 47.0 8.0 0.04882 0.041491 

Image at 20.00 WIB

Image at 20.30 WIB

Image at 21.00 WIB

Image at 21.30 WIB 

Fig 10 Himawari-8 satellite image and validation results as well as rain 

prediction in the Medan area using the CC-Unet model 

To determine whether the predicted image is genuinely 

segmented to test the likeness or similarity level of the ground 

truth to the predicted images. The similarity test is evaluated 

based on the root mean square error (rmse) value. The rmse 

value between the ground truth and predicted images is 

0.0218. It is classified as very small, meaning the image's 
similarity is high. This verification compares the actual event 

with the results of cloud image segmentation using CC-Unet. 

Verification was carried out on two different geographical 

structures, namely in Parapat and the urban areas, such as 

Medan City. 
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Based on extreme weather events that occurred on October 

30, 2021, the community in the Aur Village area, Medan, 

North Sumatra, experienced significant flooding from 

Saturday, October 30 to Sunday, October 31, 2021. The flood 

height was about one meter, approximately an adult's waist. 

One of the worst spots occurred in Aur Village, on the banks 

of the Deli River, where floods have inundated since Saturday 

night. 

Visually, the classification results showed that the CC-

Unet model can display the results of convective cloud images 
close to the Himawari-8 satellite image. The verification and 

validation results of the convective cloud image with the CC-

Unet model are used to predict rainfall and early warning of 

flood in Medan City. 

IV. CONCLUSION 

The CC-Unet model has better accuracy by 97.29% 

compared to the U-Net model by 94.17%. The ground truth 
image results are compared with the predicted image based on 

the root mean square error (rmse) value of 0.0218, which is 

very small. The significance test of the CC-Unet model with 

the Wilcoxon method at a significance level of 95% or an 

error level of 5% (0.05) gave different performance results to 

the U-Net model with the p-value of the U-Net VS CC-Unet 

model being 0.0015258<0.05. Therefore, the accuracy of CC-

Unet is significantly different from U-Net. These results 

indicate that the level of similarity between the ground truth 

image and the predicted image is very close. Additionally, the 

CC-Unet is one of the models on the deep neural network 

(DNN) successfully used to predict heavy rain based on the 
classification of convective cloud images. 
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