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Abstract— Online learning has gained immense popularity, especially since the COVID-19 pandemic. However, it has also brought its 

own set of challenges. One of the critical challenges in online learning is the ability to evaluate students' concentration levels during 

virtual classes. Unlike traditional brick-and-mortar classrooms, teachers do not have the advantage of observing students' body 

language and facial expressions to determine whether they are paying attention. To address this challenge, this study proposes utilizing 

facial and body gestures to evaluate students' concentration levels. Common gestures such as yawning, playing with fingers or objects, 

and looking away from the screen indicate a lack of focus. A dataset containing images of students performing various actions and 

gestures representing different concentration levels is collected. We propose an enhanced model based on a vision transformer (RViT) 

to classify the concentration levels. This model incorporates a majority voting feature to maintain real-time prediction accuracy. This 

feature classifies multiple frames, and the final prediction is based on the majority class. The proposed method yields a promising 92% 

accuracy while maintaining efficient computational performance. The system provides an unbiased measure for assessing students' 

concentration levels, which can be useful in educational settings to improve learning outcomes. It enables educators to foster a more 

engaging and productive virtual classroom environment.  
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I. INTRODUCTION

The rise of online education has led to a shift from physical 

classrooms to virtual learning environments [1], [2]. While 

online classes offer convenience and accessibility, they 

present challenges in maintaining student concentration. 

Unlike in traditional classrooms, where teachers can gauge 

student’s focus through facial expression and body language, 

virtual settings lack the same level of supervision and 

interaction [3]. In light of the COVID-19 pandemic, the 

transition to online learning has been necessary but not 
without flaws [4], [5]. Many students struggle to stay engaged 

in virtual classes due to the relaxed environment, distractions, 

and the absence of constant monitoring by teachers [6]. This 

lack of attention is particularly problematic for students with 

low concentration, as it hinders their ability to retain 

knowledge [7].  

To address this issue, a concentration tracker becomes 

crucial in helping teachers understand their students in virtual 

classrooms. Computer vision and machine learning 

techniques [8], [9] can be employed to identify signs of 

restlessness and loss of focus. In a physical classroom, body 

posture, facial expressions, and emotions are effective 

indicators of concentration, but replicating this in a virtual 
setting is challenging. However, computer vision can provide 

a solution by analyzing body traits such as head tilt angle and 

spinal erectness, which correlate with mental attentiveness 

[10]. Facial expression can also reveal emotions and feelings, 

helping to determine a student’s level of engagement. 

Additionally, signs of drowsiness, evident through facial 

expressions and gaze, can serve as reliable indicators of 

attention during lectures [11]. 

While online education offers advantages in terms of 

accessibility and flexibility, ensuring student concentration 

and engagement remains a significant concern. Implementing 
a concentration tracker utilizing computer vision and machine 

learning can aid teachers in understanding and addressing the 

attentiveness of their students in virtual classrooms. By 

analyzing body language, facial expressions, and signs of 

drowsiness, this technology can provide valuable insights into 

student engagement and help improve the overall learning 

experience in the online education landscape. 
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Towards this end, a deep learning approach coined as 

Randomized Vision Transformer (RViT) is presented in this 

paper. The proposed method that relies on the vision 

transformer model offers an efficient way to capture both 

global and local dependencies on the data samples to capture 

characteristics of the students’ learning behavior. Moreover, 

the incorporation of random projection techniques contributes 

to reducing the computational demands of the system, making 

it more efficient and scalable. RViT is particularly well-suited 

for processing large-scale visual data, demonstrating 
remarkable performance in handling diverse and extensive 

datasets of concentration level analysis. Additionally, using 

random projection further enhances RViT’s generalization 

capabilities, enabling it to effectively classify and recognize 

patterns in unseen concentration-level samples. 

Several studies have investigated different conventional 

approaches to estimating students’ concentration levels. KNN 

and DT algorithms were implemented for concentration 

detection. Kinect One sensor was utilized to gather 2D and 3D 

information on facial and body attributes. However, the 

highest accuracy achieved by the method is only 75.3% [12]. 
In 2017, SVM and LR were proposed to estimate the 

concentration level of students based on their facial 

expressions, head stance, and eye gaze. Clustering of Static-

Adaptive Correspondence for Deformable Object Tracking 

(CMT) and OpenFace toolkit’s Facial Action Unit (AUs) 

were adopted to analyze individual faces and pre-processing. 

The best accuracy achieved by this method is 90% [13]. 

Several wearable devices, including smart glass, smart cap, 

and smart pen, were used to collect data on students in the 

classroom to analyze their concentration levels. The data were 

then trained using J48 DT, RF, and SVM. Of the three 
algorithms, J48 DT achieved the highest accuracy of 82% 

based on the performance of the concentration inference 

engine [14]. 

A framework was developed based on eye states, utilizing 

Gabor wavelets combined with various classifiers, including 

KNN, Naïve Bayes (NB), and SVM. Principal Component 

Analysis (PCA) was also proposed to analyze complex data 

and extract relevant features. The best performance achieved 

by the methods was the combination of Gabor with the SVM 

algorithm, with an accuracy of 93.1% [15]. Last but not least, 

Tobii 4c Eyetrackers device was employed in collecting the 

eye-gaze data of individuals. Several algorithms, such as 
SVM, KNN, and Extreme Gradient Boosting (XBG) were 

employed for data training. With this method, XGB has the 

highest accuracy of 77%, followed by SVM with 73% 

accuracy [16]. 

In contrast to conventional methods, deep learning models 

can conduct expression classification tasks in an end-to-end 

manner, which often produces more accurate results. Some of 

the algorithms that were implemented in the past include You-

Only-Look-Once (YOLO), Convolutional Neural Network 

(CNN), and Deep Neural Network (DNN). An autonomous 

agent that employed CNN and ResNet101 layers for face and 
concentration detection was developed. A Proportional 

Integral controller (PI) was employed in the agent camera to 

deal with underexposure and overexposure of the 

environment. This method achieved an accuracy of 85% [17]. 

In 2020, a Dempster-Shafer theory (DS-based) evaluation 

algorithm was proposed by measuring students’ Euler angles 

of their facial attitude to determine the concentration level. 

The proposed method includes three modules: facial 

detection, attitude angle measurement, and concentration 

detection. Using CNN, this method achieved an accuracy of 

85.3% [18]. On the other hand, the YOLO v3 algorithm is 

utilized to predict student behavior in the classroom. ImageAI 

was used to train the dataset to help the algorithm identify 

objects, faces, and eyes. Tesla GPUs and TensorFlow 

platform were also employed. The model achieved an 

accuracy of 88.6% [19]. 
A posture-based attentivity detection model using CNN 

and OpenPose was also created. The images dataset was 

tagged with five postures: ‘attentive’, ‘head rested on hand’, 

‘leaning back’, ‘writing’, and ‘not looking at the screen’. The 

model was trained for 20 epochs only and achieved 99.82% 

accuracy [3]. 

On the other hand, researchers captured video datasets of 

various participants ranging from 18-30 years old. The 

datasets were then pre-processed into images, and each image 

was classified based on three classes: Attentive, Partially 

Attentive, and Inattentive. In this experiment, CNN algorithm 
was employed and achieved an accuracy of 90.6%. Table I 

provides a concise overview of the methods discussed and 

their corresponding performance results [20]. 

TABLE I 

A SUMMARY OF RELATED WORKS 

Author Method Dataset 
Accuracy 

(Highest) 

Zaletelj et al. 
(2017) [12] 

KNN, DT Self-collected 
dataset 

75.3% 

Thomas et al. 
(2017) [13] 

SVM, LR Self-collected 
dataset 

90% 

Zhang et al. 
(2017) [14] 

J48 DT, 
RF SVM 

Self-collected 
dataset 

82% 

Deng et al. 
(2018) [15] 

KNN, NB, 
SVM 

CEW dataset 93.1% 

Veliyath et al. 
(2019) [16] 

SVM, 
KNN. 
XBG 

Self-collected 
dataset 

77% 

Canedo et al. 
(2018) [17] 

CNN Self-collected 
dataset 

85% 

Li et al. (2020) 

[18] 

CNN-

Dempster-
Shafer 

Self-collected 

dataset 

85.3% 

Mindoro et al. 
(2020) [19] 

YOLO v3 Self-collected 
dataset 

88.6% 

Revadekar et al. 
(2020) [3] 

CNN Self-collected 
dataset 

99.82% 

Shamika et al. 
(2021) [20] 

CNN DAISEE 
dataset 

90.6% 

II. MATERIAL AND METHOD 

This section presents the details of the proposed RViT 

method. Instead of training the model directly, randomized 

projection is applied in the layers preceding the fully 

connected layer to transform the high-dimensional data into a 

lower-dimensional space, reducing training time and resource 

requirements. The model's predictions are used to classify the 

images extracted from video data into four different 
categories: normal concentration level, early stage of focus 

loss, mid-stage of focus loss, and late stage of focus loss. To 

enhance classification accuracy, majority voting is used to 

consider the collective probability of a set of images rather 
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than relying solely on the prediction of a single image. By 

considering multiple predictions, the overall accuracy of the 

classification process is improved. A block diagram of the 

proposed model is depicted in Fig. 1. 

 

 

Fig. 1  Block diagram of the proposed method 

 

A. Vision Transformer (ViT) 

Vision Transformer (ViT) has emerged as a popular deep 

learning model for computer vision, drawing inspiration from 

the successful application of Transformers in natural language 

processing [21]–[23]. While Convolutional Neural Networks 

(CNNs) have been widely used for image classification, they 

have certain limitations, including limited global context 

modeling and difficulties in capturing long-range 

dependencies [24], [25]. ViT overcomes these drawbacks by 
adopting the Transformer architecture, originally designed for 

sequence transduction tasks. Instead of convolutions, ViT 

treats images as sequences of patches, flattened and 

transformed into lower-dimensional representations using 

linear projections. This approach allows ViT to capture 

relationships between different elements in the image and 

achieve impressive results in visual recognition tasks. The 

architecture of the ViT is discussed in the following sections. 

1) Patch Embedding: Given an input image,  � ℝ�×�×� , 

where H represents the height of the image, W represents the 

width, and C represents the number of channels. The image 

pass through a series of transformations to produce a feature 

vector with dimensions (N+1, D), where N refers to the 

number of inputs or samples, and D signifies the size of the 

latent vector. This process can be described by [26]. 

�	 = ��
����; ��
��; ��

��; … ; ��
��� + ���� ,

� ∈ �(� .�)×# , ���� ∈ �(�$�)×# 
(1) 

 
where Z0 is the resulting tensor obtained from MLP, Xclass 

represents the class of the input image, and the vectors 

��
��; ��

��; . . . ; ��
�� represents the additional input features. E 

is a matrix with dimensions �(� .�)×# , where R denotes the 

real number space, and P signifies the resolution of each 

image patch. Epos ∈ �(�$�)×# represents the learned 

positional embedding matrix. It captures positional 

information and is added to the input. 

Each input image is divided into patches with dimensions 

(P, P, C). These patches are subsequently flattened, creating 

N linear vectors with a shape of (1, P²C). Each resulting patch 

is then multiplied by a trainable embedding tensor, enabling a 

linear projection of the patches into a D-dimensional space. 

This dimensional embedding is consistent throughout the 

architecture and is used in various components. The result is 

N embedded patches with a (1, D) shape. 

In order to obtain an overall representation of the patches, 
a learnable token [cls] with a shape of (1, D) is introduced. 

[cls] token, inspired by BERT [27], summarizes the patch 

representations. Only the final representation associated with 

this token is utilized for downstream tasks, such as 

classification. A trainable positional embeddings tensor, 

denoted as Epos, is introduced to incorporate positional 

information. It has the same shape as the patch embeddings, 

allowing for the inclusion of details for each patch. 

The resulting tensor, Z0, serves as the initial input for the 

stacked transformer encoders. These encoders constitute the 

second component of the architecture. Each transformer 
encoder receives a tensor as input and generates an output 

tensor of the same dimension. Fig. 2 illustrates an image in 

the patch embedding layer. 

 

 
Fig. 2  A patch embedding image 

 

2) Transformer Encoder: This layer is responsible for 

processing and refining the patch embeddings generated by 

the Patch Embedding Layer. The network utilizes a stack L 

transformer encoder to learn more abstract features from the 

embedded patches. The transformer encoders contribute to 

extracting higher-level representations and enable the model 

to capture complex patterns and relationships within the 

image data. This process can be described by the given 

equations [26]. 

 �ℓ
& = '()*+,(�ℓ-�). + �ℓ-�, ℓ = 1. . . + (2) 

 �ℓ = '+0*+,(�ℓ
&). + �ℓ

&;,                 ℓ = 1. . . + (3) 

where �ℓ
1 is the i-th token of the ℓ-th layer, MSA (·) is the 

Multi-Head-Self-Attention layer, MLP(·) is the Multi-Layer 

perceptron layer, and LN(·) is the layer normalization block. 

The encoder component in the architecture consists of 

MSA mechanism and a two-layer MLP. Between these two 
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parts, layer normalization and residual connections are 

applied to stabilize hidden state dynamics and alleviate the 

vanishing gradient problem in deep architectures. During 

layer normalization, the hidden state is normalized by scaling 

it using the mean and standard deviation specific to each 

training sample. The state is scaled with each training 

sample's mean and standard deviation during layer 

normalization. This aids in the normalization of values and 

the efficiency of training. The normalized features undergo a 

multiplication operation with a learnable scaling factor and 
are subsequently added to a learnable shifting factor. 

Residual connections play a crucial role in gradient 

propagation. These alternative paths for gradients allow for 

the flow of gradients, addressing the problem of vanishing 

gradients that can occur in deep architectures. By including 

residual connections, the gradients have multiple routes to 

flow, enabling more effective training. The trainable weights 

in the encoder component are located within the MSA 

mechanism and the MLP. The MLP has two weight matrices: 

Wₕ of shape (d, dₘₗₚ) and Wₒ of shape (dₘₗₚ, d), where d 

represents the input dimension and dₘₗₚ is the dimension of the 
intermediate layer in the MLP. These weight matrices are 

learned during training, allowing the model to adapt and 

capture important features in the data. 

3) Multi-Head Attention: The MSA is an integral part of 

each of the L stacked transformers. It involves a set of 

equations that are applied to process the input and capture 

important dependencies and relationships within the data [28]. 

 [3, 4, 5] = 789:; (4) 

 ) = <=>?@AB(34C/EFG) (5) 

 ()(7) = )5 (6) 

 '()(7) = [()�(7); ()�(7); . . . ; ():(7)]8H�� (7) 

The previous encoder’s hidden state is divided within the 

encoder component, yielding K feature tensors with a shape 

of (n, dₕ). This approach enables it to capture and learn from 

distinct aspects of the representation. For every head, three 
matrices: Qi, Ki, and Vi are multiplied, each having a 

dimension of (dₕ, dₕ). This corresponds to Equation 5, where 

the matrix U has dimensions (d, 3dₕ), representing the three 

matrices for each head. 

Qi, Ki, and Vi represent projections of the input into three 

subspaces. Qi can be seen as learned projections of the patch 

of interest, while Ki represents comparisons with other 

patches. Vi and Ki are learned to express the importance or 

weights of features in Vi to compute the final attention. 

Next, the scaled dot-product attention tensor (A) is 

computed for every head. To achieve this, the SoftMax 
function is applied to the matrix multiplication between Ki 

and Qi, which is then divided by the square root of the head 

dimension. Each row in A represents a probability distribution 

of attention for a given query, indicating which keys (patches) 

are most similar to the query of that specific head. 

The self-attention SA(z) is computed as the element-wise 

product between the matrices A and v. The SA(z) matrices are 

subsequently combined along the following dimension, 

resulting in a dimension of (n+1, d) tensor. Afterward, the 

tensor is processed by a single linear layer and undergoes 

element-wise multiplication with a learnable tensor. This 

linear layer plays a crucial role as it enables the learning of 

features as aggregates from all the attention heads, capturing 

comprehensive information from the different attention 

heads. 

Lastly, MSA(z) represents the operation output applied to 

the input sequence z. [()�(7); ()�(7); . . . ():(7)] represents 

the concatenation of the outputs from all the self-attention 

sub-layers and 8H�� represents a learnable parameter matrix. 
Overall, this process of multi-head attention in the encoder 

enables the model to learn from diverse perspectives, compute 

attention weights, and aggregate features across all the heads. 

4) Classification Head: In the vision transformer 

architecture, the final representation of the [cls] token serves 

as the basis for performing classification tasks. Before the 

trained procedure, a two-layer MLP is employed, resulting in 

multiple weight matrices: Wₕ with dimensions (d, dₘₗₚ) and Wₒ 

with dimensions (dₘₗₚ, d). These matrices capture the 

relationship between the representation and the classification 

labels. On the other hand, during fine-tuning, a single linear 
layer is utilized, leading to a tensor of dimension (d, n_cls), 

where n_cls represents the number of classes [26]. Regardless 

of the specific configuration, the network's output is a vector 

of size (1, n_cls), which consists of probabilities 

corresponding to each class, enabling classification based on 

the learned representation. 

B. Random Projection 

Random projection is a dimensionality reduction technique 

used in machine learning similar to Principal Component 
Analysis (PCA). It transforms high-dimensional data into a 

lower-dimensional space while preserving important 

structural information [29]. By using random projection, the 

computational complexity and memory requirements of a 

model can be significantly reduced without compromising the 

performance. 

In the context of ViT model, random projection techniques 

are employed to reduce the dimensionality of the path 

embeddings. This makes the model more efficient and 

scalable, allowing for faster computation during training and 

inference. It enables the ViT model to handle large-scale 

image datasets more effectively. Moreover, random 
projection helps address the curse of dimensionality by 

mitigating the impact of high-dimensional feature spaces, 

leading to better generalization and improved performance in 

various computer vision tasks. 

Given the set of original high-dimensional data, X, random 

projection can be expressed as Y = X * R, where Y represents 

the transformed data in the lower-dimensional space, and R is 

the random projection matrix. The random projection matrix, 

R, is typically a randomly generated matrix with dimensions 

determined by the desired reduction in dimensionality. Each 

element of R is drawn independently from a suitable 
probability distribution, such as a Gaussian distribution or a 

random uniform distribution. The elements of R can be real or 

complex numbers, depending on the nature of the data being 

transformed. 

C. Randomized Vision Transformer (RViT) 

The architecture of the proposed RViT model is depicted 

in Fig. 3.  
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Fig. 3  Overview of RViT 

 

The input data is processed through an encoder to capture 

important information and extract meaningful 

representations. Subsequently, a decoder refines these 

encoded representations to generate facial and body posture 

features. Afterward, randomized projection is applied to 

transform the encoded representation into a lower 

dimensional embedding to enhance computational efficiency. 

The projected features are then trained using the ViT model 

and combined through a majority voting scheme, 

incorporating diverse perspectives for decision-making. 

Finally, attention-based classification is employed, leveraging 

both the combined information and attention mechanisms to 

ensure accurate classification of the input data. 

Majority voting is a commonly used technique in machine 

learning that combines the predictions of multiple models or 

classifiers to make decisions. It is especially useful in 

ensemble learning, where several models are trained 

independently on the same dataset. Each model provides its 

prediction for a given input, and the majority voting scheme 

combines these predictions to determine the final decision 
[30]. 

In binary classification tasks, the class label predicted by 

the majority of the model is selected. For example, if five 

classifiers predict Class A and three predict Class B, majority 

voting would assign the input to Class A. In multi-class 

classification, the class with the most votes is typically 

chosen. In this study, the implementation of majority voting 

was introduced to enhance the accuracy of the classification 

process. It addresses the issue identified in the binary 

classification tasks, where the individual images may be 

misclassified due to certain actions that can be confusing. For 
instance, an image of someone playing with their fingernails 

in the early stage might be incorrectly classified as late. 

The majority voting mechanism functions by considering a 

sequence of images rather than just a single image. In our 

case, it classifies the concentration level based on every 200 

predicted frames in a video. By analyzing the concentration 

levels of these frames, the system calculates the probabilities 

and makes a final conclusion. Once all frames in the video 

have been predicted, the system generates a final conclusion 

that indicates the student's concentration level. 

Fig. 4 illustrates the majority voting process. In this 
example, there are a total of 10 images that the model has 

classified. Out of these images, 4 of them are classified as 

mid-stage, while the remaining classes each have two images. 

By identifying the classes with the highest number of 

predictions (the majority), the system concludes that the 

overall concentration level falls within the mid-stage 

category. 
 

 

Fig. 4  Majority Voting Illustration  

 

III. RESULT AND DISCUSSION 

A. Data Collection 

This study's self-collected database comprising video data 
from 20 participants is constructed, capturing various 

concentration levels in a classroom environment. The 

collected video datasets undergo pre-processing using video 

editing software to eliminate any unwanted sections in the 

video sequence, e.g., technical glitches during the preparation 

of recording software or when the video recording session 

becomes idle due to issues with the internet connection. 

Furthermore, various pre-processing techniques, such as 
cropping, exposure adjustment, and blur removal, are 
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employed to enhance the video quality. This is necessary as 

the videos of each participant were captured in diverse 

environments containing different backgrounds and lighting 

conditions. 

A collection of 35,151 image frames from various video 

sequences was captured and saved in /jpeg format. Each 

image was assigned a name according to its class, such as 

normal586, early174, mid937, and late 496. The images 

belonging to different classes were organized into separate 

folders, which were later extracted and divided into training 
and testing folders. Specifically, there are 3,721 images for 

the normal stage, 7,624 for the early stage, 11,673 for the 

middle stage, and 12,133 for the late stage. However, due to 

limited computer resources, only 7,000 images were utilized 

in this experiment. The training set consisted of 4,000 images, 

while the testing set contained 3,000 images. Fig. 5 and Table 

II present the experiment dataset information in graphical and 

tabular format and a selection of sample images representing 

each class. 

 

 
Fig. 5  Number of training and testing images in the dataset 

 

Fig. 6 displays some sample images representing each 

concentration stage. In the normal stage, the participants do 

not exhibit any unnecessary movements. Their heads are 

aligned with their lines of sight, and they maintain a steady 

and direct eye contact with the screen. During the early stage, 

the participants avoid direct contact with the screen and 
display less frequent glances to the side. However, they are 

still actively trying to concentrate, as evidenced by the 

detection of small movements. Furthermore, various small 

actions, such as tapping fingers and playing with fingernails, 

are observed. These actions may suggest a certain level of 

restlessness or nervousness while the participants maintain 

their focus on the task at hand. 

Moving to the mid stage, the participants' eyes frequently 

shift to the side, such as continuously checking the time on 

their smartphones, but their gaze consistently returns to the 

screen. Some participants' heads start to glance around and are 

often supported by their hands. They also exhibit frequent 
shifts in body posture, as they struggle to remain still. 

Finally, in the late stage, the participants completely lose 

focus. They avoid eye contact with the screen entirely, and 

their heads frequently turn around as if searching for 

something more interesting. Some participants even engage in 

activities such as playing with or talking on their phones in 

front of the screen. 

 
Fig. 6  Sample Datasets 

TABLE II 

SUMMARY OF DATASET 

Stage Normal Early Mid Late Total 

Samples 3,721 7,624 11,673 12,133 35,151 
Training 
Samples 

1,000 1,000 1,000 1,000 4,000 

Testing 
Samples 

750 750 750 750 3000 

B. Evaluation Metrics 

Several evaluation metrics are used to assess the 

performance of the proposed method. They provide 

standardized ways to evaluate and compare the different 

configurations of the approach. The evaluation metrics used 

in this study include: 

1) Confusion Matrix: to determine the true positive (TP), 

true negative (TN), false positive (FP), and false negative 

(FN).  

2) Precision: to measure the accuracy of positive 

predictions, considering both true positive and false positive.  

3) Recall – to measure the accuracy of identifying 

positives, including true positives and false negatives, relative 

to the actual number of positives.  

4) F1-Score: a combination of precision and recall to 

measure the accuracy and ability of a model in correctly 

identifying positive instances.  

5) Training Loss: to measure the model’s error on the 

training data, indicating how well it matches the training set.  

6) Validation Loss: similar to training loss, to evaluate a 

model’s performance on a separate validation set by 

calculating the sum of errors for each sample. 

C. Performance of the Proposed RViT Method 

Various hyperparameters are experimented with to achieve 

the optimal detection rate for the dataset. The following 

summary outlines the performance of each model using 
different hyperparameters. In general, assigning a higher 

number of training epochs to the algorithm leads to improved 

model performance, as it allows the model's weights to better 

adapt to the dataset. In this section, different batch sizes were 

tested for the model. Consequently, the model's name 
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indicates the sequence of the batch size used, such as 

RViT_16. 

Table III illustrates the training loss and accuracy of RViT 

models with different batch sizes. After 50 training epochs on 

the dataset, these models show slightly lower performance 

than those without random projection. This discrepancy in 

performance could be attributed to the potential loss of 

information during the implementation of random projection. 

However, the accuracy of RViT_64 has improved to 90.80%, 

making it the highest accuracy among the models. Moreover, 
it is noticeable that the difference between the accuracy and 

validation accuracy of each model is small, suggesting that 

the models exhibit decent generalization capabilities. 

The learning history of the normal ViT model with batch 

size of 64 (ViT_64) and RViT_64, is presented in Fig. 7. This 

compares each model’s generalization capabilities and 

determines whether overfitting occurred during the model 

training. Based on the results, we can see that although 

ViT_64 (first figure) has an accuracy of 90% above, it is 

slightly overfitted as it has a huge difference compared to its 

validation accuracy. 

 

 

 
Fig. 7  Learning History of ViT_64 and RViT_64 

 

On the other hand, the smooth loss graph in RViT_64 

(second figure) suggests that the model is converging steadily 

and steadily improving throughout the training process. 

Additionally, the accuracy and validation accuracy curves 

nearly coincide, indicating that the model achieves a balanced 

performance without overfitting the training data. This 
demonstrates the model’s ability to generalize well and make 

accurate predictions on unseen data. 

TABLE III 

PERFORMANCE RESULT OF RVIT 

Model Loss Accuracy Validation 

Loss 

Validation 

Accuracy 

RViT_16 0.3301 0.8758 0.2694 0.9040 

RViT_32 0.2821 0.8945 0.2903 0.8947 

RViT_64 0.2540 0.9080 0.2725 0.9057 

D. Result of RViT with Different Randomized Hyperplanes 

In this section, we evaluate the effects of using different 

randomized hyperplanes, specifically the number applied 

when performing random projection on the layers extracted 

prior to the fully connected layer. Altering the different 

number of randomized hyperplanes results in higher or lower 

dimensional outputs. This can enable the model to learn more 

or less complex representations and capture varying numbers 

of fine-grained features in the data. The model that 
demonstrated the best performance in Section 4.3 is selected 

in the test. 

Each model is named in this experiment based on the 

assigned random projection value. For instance, RViT_R32 

indicates that the number of random hyperplanes is set to 32. 

Table IV displays the performance outcomes of RViT with 

different hyperplane numbers. The results indicate that 

RViT_R64, RViT_R128, and RViT_R256 exhibit nearly 

identical accuracy scores of 90.80%, 90.20%, and 90.50%, 

respectively. RViT_R32, on the other hand, demonstrates the 
highest loss value during training, while RViT_R128 achieves 

the highest validation accuracy. Based on this information, it 

can be concluded that having 64 randomized hyperplanes is 

the most suitable for the concentration level detection 

problem. 

TABLE IV 

PERFORMANCE WITH DIFFERENT RANDOM PROJECTION VALUES 

Model Loss Accuracy 
Validation 

Loss 

Validation 

Accuracy 

RViT_R32 0.2849 0.8985 0.2714 0.9000 

RViT_R64 0.2540 0.9080 0.2725 0.9057 

RViT_R128 0.2649 0.9020 0.1996 0.9353 

RViT_R256 0.2713 0.9050 0.2078 0.9230 

E. Error Analysis 

Fig. 8 illustrates some examples of misclassified images 

from model RViT_64. These misclassifications primarily 

arise from participant behaviors that can mislead the model’s 

classification. For instance, participants often exhibit patterns 

where they initially focus on the screen during the normal and 

early stages, but avoid looking at the screen during the mid 

and late stages. Consequently, if the model detects that a 
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participant is not gazing at the screen, it tends to classify them 

as being in either the mid or late stage. 

 

 
Fig. 8  Misclassified Images 

 

However, there are cases where participants in the early 
stage do not glance at the screen. In such situations, 

participants who exhibit fidgeting behavior while not looking 

at the screen can be misclassified by the model as being in the 

mid or late stage. This highlights the challenges faced in 

accurately classifying participants based on their gaze 

behavior, particularly when certain actions or circumstances 

deviate from the expected patterns. 

F. Time and Computing Resource Evaluation 

This section examines the training time and the 

computational demand difference between RViT and ViT 

models without applying randomized projection. It is 

hypothesized that models with reduced dimensions, achieved 

through randomized projection, require less training time and 

computational demands. 

Table V presents the overall training time for each model, 

considering both models with and without the implementation 

of random projection. The results confirm our hypothesis, as 

the models incorporating random projection exhibit reduced 

training durations while still can maintain a noteworthy 

performance level. 

TABLE V 

SUMMARY OF MODELS’ TRAINING DURATION 

Batch Size Learning 

Rate 

Total Training Duration 

ViT RViT 

16 0.001 747 649 

32 572 483 

64 493 485 

 

Fig. 9 illustrates the disparities in computing resource 
utilization between training the ViT_64 and RViT_64 models. 

Notably, there is a substantial contrast in the usage of system 

RAM and GPU RAM. While training the ViT_64 model 

pushed the system RAM to its limits, approximately 2GB of 

available system RAM remained after training the RViT_64 

model. Furthermore, the GPU RAM usage was higher for the 

ViT_64 model than the RViT_64 model. Additionally, due to 

the larger data dimensions, disk usage also increased. These 

findings support our hypothesis that models with reduced 

dimensions necessitate fewer computing resources for 

training. However, it is important to consider that training the 

models on different hardware configurations may result in 

varying resource requirements, and employing higher-spec 

hardware may lead to reduced computing resource usage. 

 

 

 
Fig. 9  Resources usage of ViT_64 and RViT_64 

G. Comparisons with State-of-the-Art Techniques 

In this section, we compare the proposed approach with 

state-of-the-art techniques. Since RViT is a deep learning 

model, we will compare our proposed work with existing deep 

learning methods. The RViT_64 model is chosen in this 

study. 

Table VI summarizes the performance outcomes attained 

by different authors' approaches, as mentioned in Section 2, 

in contrast to RViT_64. When compared to Canedo et al.'s 
work, these methods achieve an accuracy of 85% in 

determining students' concentration levels. However, the 

analysis of the experimental results is restricted, and there is 

limited elaboration on the training and testing procedures in 

those studies. 

TABLE VI 

COMPARISON WITH OTHER METHODS 

Methods Classifier Dataset Accuracy 

Canedo et al. 

(2018) [17] 
CNN Self-collected 

dataset 
85% 

Li et al. (2020) 

[18] 
CNN Self-collected 

dataset 
85.3% 

Revadekar et al. 

(2020) [3] 
CNN Self-collected 

dataset 
99.82% 

Shamika et al. 

(2021) [20] 
CNN DAISEE 

dataset 
90.6% 

RViT_64 

(proposed) 

ViT Self-collected 
dataset 

90.80% 

 

On the other hand, Li et al. introduce an approach that 

considers students’ facial attitudes to assess their 

concentration levels. However, students tend to seek out 

interesting stimuli when they feel bored, leading to frequent 

changes in body postures. As a result, our proposed work 
differs by incorporating not only facial attitude and expression 

but also the students’ body posture as indicators of 

concentration levels. 

Regarding Revadekar et al.'s study, they determine 

concentration levels using students' facial expressions and 

body postures, which aligns with our own work. The authors 

assert an accuracy of 99.82%; however, they have not 

evaluated the model's generalization ability. Consequently, 

there are concerns that their proposed work may be overfitted 

due to the remarkably high accuracy achieved. Additionally, 

there is a lack of adequate information regarding the analysis 

of the results of their study. 

1700



Finally, our model exhibits comparable accuracy and 

generalization capabilities to the method proposed by 

Shamika et al. However, the authors utilize a large dataset, 

resulting in significantly longer training times of 

approximately 275 seconds per epoch on average. In contrast, 

our approach achieves similar results within a much shorter 

time frame, with an average epoch duration of only 9 seconds. 

Our proposed work takes into account the limitations 

observed in the studies above by incorporating additional 

factors to determine concentration levels. We address the 
issue of insufficient result analysis by conducting a 

comprehensive analysis of our experimental outcomes. 

Furthermore, we consider a broader range of features, 

including facial attitude, expression, and body posture, to 

provide a more comprehensive understanding of students' 

concentration levels. Another significant improvement in our 

approach is the reduction in training time compared to 

Shamika et al.'s method. We have achieved comparable 

results within a significantly shorter timeframe by employing 

optimized algorithms and leveraging efficient computational 

techniques. This reduction in training time is crucial in 
practical applications, as it allows for quicker model 

development and deployment, enhancing our proposed 

solution's overall efficiency and usability. 

IV. CONCLUSION 

Detecting student concentration is a critical aspect that 

profoundly influences the learning process. To address this, 

different analyses and comparisons with the current existing 

work have been conducted, and various techniques combining 
machine learning and computer vision have been explored to 

identify the most effective and reliable algorithm for real-

world applications. Among the different models tested with 

various hyperparameters, the RViT model with a batch size of 

64 has emerged as the most promising. This algorithm 

demonstrates exceptional capabilities in generalization and 

requires less time and resources for training compared to other 

alternatives.  

In our future studies, we plan to expand the scope of our 

experiments by including a larger dataset. Due to hardware 

limitations in the current experiment, we could not 
incorporate all the collected data. Additionally, we aim to 

explore alternative techniques, such as applying SVM and 

KNN algorithms, after reducing the ViT model using random 

projection. We will also consider integrating other 

methodologies like OpenPose and OpenFace for more 

comprehensive analysis. By incorporating these 

advancements, we anticipate that our algorithm will offer a 

more comprehensive and reliable estimation of the 

concentration state. 
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