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Abstract— Carbon dioxide (CO2) emissions is an environmental problem which leads to Earth’s greenhouse effect. Much concerns 
with carbon dioxide emissions centered around the growing threat of global warming and climate change. This paper, however, 
presents a simple model development using multiple regression with interactions for estimating carbon dioxide emissions in Malaysia 
and Thailand. Five indicators over the period 1971-2006, namely energy use, GDP per capita, population density, combustible 
renewables and waste, and CO2 intensity are used in the analysis. Progressive model selections using forward selection, backward 
elimination and stepwise regression are used to remove insignificant variables, with possible interactions. Model selection techniques 
are compared against the performance of eight criteria model selection process. Global test, Coefficient test, Wald test and Goodness-
of-fit test are carried out to ensure that the best regression model is selected for further analysis. A numerical illustration is included 
to enhance the understanding of the whole process in obtaining the final best model. 
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I. INTRODUCTION 

Carbon dioxide (CO2) is defined as a colourless, 
odourless, incombustible and non-poisonous gas produced 
during combustion of carbon, decomposition of organic 
compounds and in the respiration of living organisms, as 
referring to [1]. Carbon dioxide emissions happen when 
carbon dioxide is released into the atmosphere over a 
specified area and period of time through either natural 
processes or human activities. Scientifically, carbon dioxide 
is a chemical compound that composed of one carbon atom 
and two oxygen atoms. Much concern with carbon dioxide 
in particular is that its amount being released has been 
dramatically increased in the twentieth century. Scientists 
have found that greenhouse gas emissions such as carbon 
dioxide possibly contribute to global warming, as pointed 
out in [2]. CO2 emissions could aggravate global warming 
and result in environmental deteriorations and public health 
problems, as stated in [3]. In the year 2007, the 
Intergovernmental Panel on Climate Change (IPCC) stated 
that global average temperatures is likely to increase by 
between 1.1 and 6.4 ⁰C  during the 21st century [4]. To date, 
mathematical modelling of carbon dioxide emissions in 
Malaysia and Thailand is still lacking. Therefore, this study 
focuses on the modelling of CO2 emissions in Malaysia and  
 
 

Thailand based on socio-economic and demographic 
variables using regression analyses. 

II. LITERATURE REVIEW 

At least until recently, there is clearly a rising awareness 
about global warming due to man-made mechanical 
emissions. Thus, there are several efforts being made to 
analyze CO2 emissions in different countries or regions of 
the world. Patterns in CO2 emissions and its related 
determinants of many countries or regions of the world have 
been analyzed in the literature. Reference [5] demonstrated a 
newly developed dataset involving more than one hundred 
countries around the world to study the reduced-form 
relationship between per capita CO2 emissions and per capita 
GDP, known as the Environmental Kuznets Curve (EKC). 
Reference [6] had employed regression models to estimate 
and compare fuel consumption and CO2 emissions from 
passenger cars and buses. Meanwhile, [7] suggested 
applying decomposition analysis (DA) method on energy-
related CO2 emissions in Greece as well as Arithmetic Mean 
Divisia Index (AMDI) and Logarithmic Mean Divisia Index 
(LMDI) techniques on a period-wise and time-series basis. 
In [8] research, they scrutinized the environmental 
convergence hypothesis and the stationarity property of 
relative per capita CO2 emissions in 21 OECD countries 
from 1960 to 2000 by using the seemingly unrelated 
regressions augmented Dickey–Fuller (SURADF) test. 
Reference [9] examined the relationships between carbon 
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dioxide emissions, energy consumption and economic 
growth in China by using multivariate co-integration 
Granger causality tests. On the other hand, [10] had used a 
panel vector error correction model to investigate the 
relationship between carbon dioxide emissions, electricity 
consumption and economic growth of five ASEAN countries. 
Reference [3] research had studied on various energy 
efficiency efforts and carbon trading potential in Malaysia to 
fight against global warming through reducing greenhouse 
gases emissions. Based on [11] research, the consumer 
lifestyle approach of different regions and income levels was 
used to analyze and explain the impact of carbon dioxide 
emissions and energy consumption by urban and rural 
households in China. Reference [12] proposed a dynamic 
panel data model to examine the determinants of carbon 
dioxide emissions for a global panel involving 69 countries 
with the dataset from the year 1985 to 2005. Reference [13] 
pointed out that applying time series data of a single country 
only into an investigation may be able to determine and 
explain past experiences such as energy policies, 
environmental policies and exogenous shocks. 

It is remarkable that most studies are concerned with 
analyzing the patterns of changes in energy consumption, 
income and global emissions with those of CO2 in particular 
for a range of countries using various methodologies. 
Despite the increasing sophistication of applications and 
methodologies employed on a variety of researches, the 
interrelationship between CO2 emissions and other variables 
in Malaysia and Thailand is still lacking and has not been 
examined extensively up to date. Therefore, this study 
attempts to provide such an analysis using multiple 
regression approache. According to [14], multiple regression 
is the widely used technique when a prediction is needed and 
where the data on several relevant independent variables are 
available. 

III. DATA AND METHODOLOGY 

The data used in this paper are the annual time series data 
for Malaysia and Thailand from 1971 to 2006. The data were 
obtained from World Bank’s World Development Indicators, 
as in [15]. The variables employed are CO2 emissions 
(metric tons per capita), energy use (kg of oil equivalent per 
capita), GDP per capita (constant 2000 US$), population 
density (people per sq. km of land area), combustible 
renewables and waste (% of total energy), and CO2 intensity 
(kg per kg of oil equilavent energy use).  

Multiple regression (MR) model is a statistical method 
used to examine the relationship between a dependent 
variable and a set of independent variables. Suppose that the 
value of a dependent variable, Y is influenced by k 
independent variables, X1, X2, X3, ..., Xk. In general, the 
multiple regression model is defined as:  

Y = β0 + β1X1 + β2X2 + β3X3 + ... + βkXk + ε         (1) 

where β0 is the intercept term, βj denotes the j-th coefficient 
of independent variable Xj and ε is the random error term. 
The j-th variables, Xj where j = 1, 2, 3, …, k, can be single 
independent variables, interaction variables, generated 
variables, transformed variables or dummy variables. The 
regression coefficients were estimated using ordinary least 

square (OLS) method in order to obtain a model that would 
describe the data, as stated in [16]. 

There are some basic assumptions of multiple regression 
which must be statisfied so that the results will not be biased. 
The assumptions are: 
a) The error term, ε has a zero mean value for any set of 

values of the independent variables such that E(ε) = 0. 
b) Homoscedasticity, that is the variance of ε, is constant 

such that var(ε) = σ². 
c) The error term, ε follows the normal distribution with 

zero mean and variance σ² such that ε ~ N(0, σ²). 
d) The error term, ε is uncorrelated with one another such 

that their covariance is zero, cov(εi, εj) = 0 for ≠ . It 
means that there is no autocorrelation exists between the 
error terms. 

e) No exact collinearity or no multicollinearity exists 
between the k independent variables. 
The regression model with k variables and k+1 

parameters including the constant term as expressed in 
equation (1) is one of the possible models. All the possible 
models are listed out based on single independent variables 
and all possible interactions of related single independent 
variables either generated or transformed. If multicollinearity 
phenomenon exists, then the source variables in the 
regression models are removed. In order to obtain 
appropriate regression models, Global test and Coefficient 
test are conducted to test the overall statistical siginificance 
of the independent variables on the dependent variable, as in 
[17]. Then the regression models after the final elimination 
are the selected models free from problems of 
multicollinearity and insignificance. This process is known 
as data-based model simplification. 

The process of selecting a subset of original predictive 
variables is by means of removing variables that are either 
redundant or with little predictive information, as in [18]. 
Thus, it is useful to enhance the comprehensibility of the 
resulting models so as to generalize better. There are three 
popular optimization strategies employed in model selection, 
namely forward selection, backward elimination and 
stepwise regression. In this study, the model selection 
algorithm is performed by using PASW Statistics Software. 
Forward selection starts with an empty set of variable and 
gradually adds in variables that most improve the model 
performance until there is no additional variable that satisfies 
the predetermined significance level. By contrast, backward 
elimination method begins with a full set of all individual 
variables and sequentially eliminates the least important 
variable from the model. The process ends when an optimum 
subset of variables is found. As for stepwise regression, it is 
a combination of forward selection and backward 
elimination that determines whether to include or exclude 
the individual variables at each stage. The variable selection 
terminates when the measure of all variables in the variable 
set is maximized.  

Reference [16] had also explained in detail the statistical 
procedures of obtaining the best model based on model 
selection criteria. The model selection criteria are Akaike 
information criterion (AIC), finite prediction error (FPE), 
generalised cross validation (GCV), Hannan and Quinn 
criterion (HQ), RICE, SCHWARZ, sigma square (SGMASQ) 
and SHIBATA. The whole selection criteria is based on the 
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residual sum of squares (RSS) multiplied by a penalty factor 
which would depend on the model complexity. Model with 
higher complexity generally will decrease the RSS but 
increase the penalty. These criteria thus allow trade-offs 
between goodness-of-fit and model complexity. The model 
with the lowest values for most of the criteria statistics is 
preferable and chosen as the best model. The joint 
significances of regression coefficients are examined by the 
Wald test, followed by the goodness-of-fit test so as to 
investigate the suitability of the final model.  

IV. RESULTS AND DISCUSSIONS 

CO2 emissions (Y) as the dependent variable was related 
to energy use (X1), GDP per capita (X2), population density 
(X3), combustible renewables and waste (X4), and CO2 
intensity (D). In this study, only the data for population 
density was normally distributed in its level form. Since the 
data for other variables were not normally distributed, they 
were transformed into natural logarithms prior to analysis 
because this helps to induce normality. Meanwhile, CO2 
intensity was generated into dummy variable since it was 
still not normal after several transformations. 

Table I demonstrates the relationship between CO2 
emissions and the determinants that are related. There is a 
significant relationship between the variable X1, X2, X4 and D. 
It is obvious that the energy use (X1), GDP per capita (X2) 

and combustible renewables and waste (X4) are highly 
correlated with the carbon dioxide emissions (Y). 
Furthermore, a positive significant relationship exists 
between Y and X1 (r = 0.9773, p-value < 0.01), Y and X2 (r = 
0.9806, p-value < 0.01) as well as Y and D (r = 0.6166, p-
value < 0.01). From the highlighted triangle shown in Table 
I, there exists multicollinearity such that the absolute value 
of the correlation coefficient is greater than 0.95 among the 
independent variables. Hence, the multicollinearity source 
variables have to be removed from the model. After 
resolving the multicollinearity problem, further  analysis can 
then be carried out.  

All the possible models are subjected to Global test and 
Coefficient test. For illustration purpose, model BM31.10, 
the backward elimination model 31 after 10 times of the 
multicollinearity source variable removals, was considered. 
Table II represents the ANOVA table for Global test. The 
hypothesis of Global test for model BM31.10 is as follows: 

         H0: β4 = β12 = β34 = β123 = β124 = β1D = β3D = β4D = 0 
         H1: At least one of the β’s in H0 is nonzero. 

From Table II, the Fcal is 2726.85 and the Fcritical is F0.05, 8, 

63 = 2.10. Since Fcal is greater than Fcritical, the decision is to 
reject the null hypothesis where all the regression 
coefficients in model BM31.10 are zero.

 
TABLE I      

A PEARSON CORRELATION TABLE BETWEEN CO2 EMISSIONS AND ITS DETERMINANTS 

Y X1 X2 X3 X4 D 

Y 1 0.9773(**) 0.9806(**) -0.0147 -0.9039(**) 0.6166(**) 

0.0000 0.0000 0.9026 0.0000 0.0000 

X1 0.9773(**) 1 0.9707(**) -0.0059 -0.9189(**) 0.4973(**) 

0.0000 0.0000 0.9608 0.0000 0.0000 

X2 0.9806(**) 0.9707(**) 1 -0.1551 -0.9542(**) 0.5078(**) 

0.0000 0.0000 0.1934 0.0000 0.0000 

X3 -0.0147 -0.0059 -0.1551 1 0.3845(**) 0.1873 

0.9026 0.9608 0.1934 0.0009 0.1151 

X4 -0.9039(**) -0.9189(**) -0.9542(**) 0.3845(**) 1 -0.3875(**) 

0.0000 0.0000 0.0000 0.0009 0.0008 

D 0.6166(**) 0.4973(**) 0.5078(**) 0.1873 -0.3875(**) 1 

0.0000 0.0000 0.0000 0.1151 0.0008 

** Correlation is significant at the 0.01 level (2-tailed). 

 

TABLE II 
THE ANOVA TABLE FOR GLOBAL TEST 

Source of 
Variations 

Sum of 
Squares 

df  
Mean 

Square 
F  

Regression 7.3431 8 0.9179 2726.85 

Residual 0.0212 63 0.0003 

Total 7.3643 71 
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The best model for CO2 emissions estimation is selected 
by first applying the backward elimination method. Then, 
the Coefficient test is carried out for all the coefficients in 
the model where Table III shows the coefficient for each 
variable of the model BM31.10.3 with the last digit is the 
number of insignificant variables being eliminated. 

The criteria condition used in this regression analysis is 
by dropping the variable with the p-value > 0.05. From the 
observations in Table III, the variable X3, X34 and X1D are 
removed from the regression model since their p-values are 
greater than 0.05. It indicates that the corresponding 
variables are insignificant at α = 0.05. The resulting model 
contains only significant variables with all the p-values less 
than 0.05. Similar procedures are applied to the forward 
selection and stepwise regression method for model 
selection. After progressive eliminations, the final model is 
thus obtained and expressed as in equation (2). 

Y = -0.3728 - 0.6769X4 + 0.0885X12 + 0.0001X123 

               + 0.0481X124 - 0.0006X3D + 0.1029X4D              (2) 

The Wald test is performed on the final model where the 
unrestricted model denoted as (U) and the restricted model 
denoted as (R) are expressed respectively in the equation (3) 
and (4) as follows: 

   (U): Y = β0 + β4X4 + β12X12 + β34X34 + β123X123 + β124X124 
                 + β1DX1D + β3DX3D+ β4DX4D + ε                         (3) 

(R): Y = β0 + β4X4 + β12X12 + β123X123 + β124X124 + β3DX3D 
                 + β4DX4D + ε                                                        (4) 

The hypothesis of Wald test is: 

 H0: β34 = β1D = 0 
 H1: At least one of the β’s in H0 is nonzero. 

As shown in Table IV, Fcal is 1.5753 and Fcritical is F0.05, 2, 

63 = 3.15. The decision is not to reject the null hypothesis 
where all the eliminated regression coefficients are zero 
since Fcal is less than Fcritical. Thus, this justifies the removal 
of the insignificant variables in the coefficient test. In order 
to select the best model from forward, backward and 
stepwise selection method, the model selection criteria 
process is conducted. The models to be compared with are 
shown in Table V, namely forward selection model 
(FM26.8.3), backward elimination model (BM31.10.3) and 
stepwise regression model (SM31.10.3). Majority of the 
criteria indicates that BM31.10.3 and SM31.10.3 are the two 
best models for CO2 emissions as both models show similar 
findings with the same regression equation as expressed in 
(2). 

 

TABLE III 
THE COEFFICIENTS IN MODEL BM31.10.3 

Model 
BM31.10.3 

Unstandardized Coefficients 
t-values p-values 

B Std. Error 

Constant -0.3728 0.2602 -1.4329 0.1567 

X4 -0.6769 0.0993 -6.8187 0.0000 

X12 0.0885 0.0198 4.4709 0.0000 

X123 0.0001 0.0000 4.2676 0.0001 

X124 0.0481 0.0049 9.8776 0.0000 

X3D -0.0006 0.0002 -2.7122 0.0085 

X4D 0.1029 0.0130 7.8870 0.0000 
 

Excluded Variables(b) 

Model 
BM31.10.3 

Beta In t-values p-values 
Partial 

Correlation 
Collinearity Statistics 

Tolerance 

X3 -0.0071(a) -0.0624 0.9504 -0.0078 0.0036 

X34 -0.0129(a) -0.1674 0.8676 -0.0209 0.0080 

X1D 0.0635(a) 1.6631 0.1012 0.2035 0.0310 

a.   Predictors in the Model: Constant, X4D, X12, X124, X3D, X123, X4 

b.   Dependent Variable: Y 
 

TABLE IV      
THE WALD TEST 

Source of 
Variations 

Sum of 
Squares 

df 
Mean 
Square 

F 

Differences 0.0011 2 0.0005 1.5753 

Unrestricted (U) 0.0212 63 0.0003 

Restricted (R) 0.0223 65 
 
 

13



 

obt
plot
rand
obs
Sm
are 
app
that
the 

mod
the 
tran
are 
com
for 
diff
4.06
vari
esti
diox

mu
elim
The
soli
mu
infl
The
emi
the 

Mode

FM26.

BM31.1

SM31.1

   

Based on the
ained and goo
t in Fig. 1 
domly distrib

served. In add
mirnov statistic

distributed n
proximates to 
t the best mod
carbon dioxid
By substitutin
del in the equ
year 2007 is

nsformation fo
0.8643 and 

mpared with th
Malaysia and

ference betwe
6% for Mala
iation is qui
imated model
xide emission

The best mo
ltiple regres

mination or SM
e combustible
id biomass, li

unicipal was
luences the CO
e negative re
issions will b
variable X4. 

el RSS 

8.3 0.0402 

10.3 0.0223 

10.3 0.0223 

e best model, 
odness-of-fit 
shows that t
buted since 

dition, the norm
cs has shown 
ormally with 
1 and the p-v

del is a well re
de emissions. 
ng all the data
uation (2), the
s obtained. In
or CO2 emiss

0.6170 resp
he estimated 
d 0.6159 for 
een actual an
aysia and 0.1
ite small, it 
l is suitable 

ns. 

V. C

del in this st
ssion model 
M31.10.3 usin
 renewables a
iquid biomass
ste, is the o
O2 emissions i
egression coe
be reduced wh

This implies

THE MOD

AIC 

0.0006 

0.0004 

0.0004 

Fig. 1 

the standardi
test is carried

the standardiz
there is no 
mality test us
that the stand
zero mean, s

value is 0.200
epresented mo
  

a entry needed
e estimated C
n 2007, the a
ions in Malay
ectively. The
CO2 emission
Thailand. It 
d estimated C
17% for Tha

can be con
to predict th

ONCLUSION 

tudy is found
BM31.10.3 

ng stepwise m
and waste (X4)
s, biogas, ind

only main d
in both Malay
efficient show
henever there 
s that when t

DEL SELECTION C

FPE GS

0.0006 0.00

0.0004 0.00

0.0004 0.00

 The scatter plot 

ized residuals
d out. The sca
zed residuals 

obvious pat
ing Kolmogo

dardized resid
tandard devia
0. Thus, it me
odel in describ

d for the estim
CO2 emissions
actual value a
ysia and Thail
e actual valu
ns, that is, 0.8
is found that

CO2 emission
ailand. Since 
ncluded that 
he future car

d to be either
using backw

multiple regres
), which comp

dustrial waste 
eterminant t

ysia and Thail
ws that the C
is an increas

the countries 

TABLE V 
CRITERIA FOR THE

SC HQ 

005 0.0007

003 0.0004

003 0.0004

     

and histogram fo

s are 
atter 

are 
ttern 

orov-
duals 
ation 
eans 
bing 

mated 
s for 
after 
land 

ue is 
8292 
t the 
ns is 

the 
the 

rbon 

r the 
ward 
ssion. 
prise 

and 
that 

land. 
CO2 

se in 
use  

mor
and
lead
act 
hav
inte
dete
the 
the 
inte
in f
suc
and
mo

[1]

[2]

[3]

[4]

[5]

[6]

[7]

[8]

E CORRESPONDING

RICE S

0.0006 

0.0004 

0.0004 

or standardized re

re combustibl
d electricity, t
ds to less pol
as a single-e

ve a direct ef
eract together
ermining the 
variable X1X2

GDP per cap
eractions, the 
future studies

ch as trade op
d electricity c
del.  

OECD. 2011.
http://stats.oec
M. Lanne and
Dioxide Emiss
T. H. Oh and
Potential in M
vol. 14, pp. 20
Intergovernme
Change 2007:
M. Galeottia
Kuznets,” Env
1388, 2005. 
J. A. Parava
Consumption 
Buses,” Techn
2007. 
E. Hatzigeorg
Emissions in G
Comparison o
Logarithmic M
492–499, 2008
C. C. Lee and
Per Capita C

G MODELS 

SCHWARZ S

0.0008 

0.0005 

0.0005 

esiduals 

le renewables
the CO2 emis
llution. Other
effect variable
ffect on the C

to indicate t
occurrence o

X2 indicates tha
pita. Since the

polynomial r
s. Besides tha
penness, per c
consumption c

REFER

 Glossary of St
cd.org/glossary/ [2
d M. Liski, “Tre
sions,” Energy Jo

S. C. Chua, “En
Malaysia,” Renewa
095–2103, 2010. 
ental Panel on 

Synthesis Report
and A. Lanza, 

vironmental Mod

antis and D. A
and Carbon Diox

nology Forecast 

giou, H. Polatid
Greece for 1990–
f Results Using t

Mean Divisia Ind
8. 
d C. P. Chang, “N
Carbon Dioxide 

SGMASQ SH

0.0006 

0.0003 

0.0003 

s and waste to
ssions will be
r independent
e since these 

CO2 emission
the strength o

of CO2 emissi
at the energy 
ere exists effe
regression cou
at, other relev
capita income
could also be

RENCES 
tatistical Terms.
21 May 2011] 

ends and Breaks 
ournal, vol. 25, pp

Energy Efficiency
able and Sustain

Climate Chan
rt. Geneva, Switze

“Desperately Se
delling & Softwar

A. Georgakellos, 
xide Emissions o
Social Change, 

dis, and D. Har
–2002: A Decom
the Arithmetic M
dex Techniques,”

New Evidence o
e Emissions fro

HIBATA 

0.0006 

0.0004 

0.0004 

o generate ene
decreased an

t variables can
variables do

s. However, 
of contributio
ons, for insta
use interacts w
ct of higher o
uld be consid
vant determin
, energy inten
e included in

[Online]. Avail

in Per-capita Ca
p. 41–65, 2004. 

y and Carbon Tra
nable Energy Rev

nge (IPCC), Cli
erland: IPCC, 200
eeking Environm
re, vol. 20, pp. 1

“Trends in En
of Passenger Car
vol. 74, pp. 682–

ralambopoulos, 
mposition Analysi
Mean Divisia Index

” Energy, vol. 33

n the Convergen
om Panel Seem

ergy 
nd it 
nnot 
 not 
they 
n in 

ance, 
with 

order 
ered 

nants 
nsity 
n the 

lable: 

arbon 

ading 
views, 

imate 
07. 

mental 
1379–

nergy 
s and 
–707, 

“CO2 
s and 
x and 
3, pp. 

nce of 
mingly 

14



Unrelated Regressions Augmented Dickey– Fuller Tests,” Energy, 
vol. 33, pp. 1468–1475, 2008. 

[9] C. C. Chang, “A Multivariate Causality Test of Carbon Dioxide 
Emissions, Energy Consumption and Economic Growth in China,” 
Applied Energy, vol. 87, pp. 3533–3537, 2010. 

[10] H. L. Hooi and S. Russell, “CO2 Emissions, Electricity Consumption 
and Output in ASEAN,” Applied Energy, vol.87,pp 1858–1864, 2010. 

[11] Z. H. Feng, L. L. Zou, and Y. M. Wei, “The Impact of Household 
Consumption on Energy Use and CO2 Emissions in China,” Energy, 
vol. 36, pp. 656–670, 2011. 

[12] S. S. Susan, “Determinants of Carbon Dioxide Emissions: Empirical 
Evidence from 69 Countries,”Applied Energy, vol.88, pp.376–382, 
2011. 

[13] D. I. Stern, M. S. Common, and E. B. Barbier, “Economic Growth 
and Environmental Degradation: The Environmental Kuznets Curve 
and Sustainable Development,” World Development, vol. 24, pp. 
1151–1160, 1996. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

[14] K. Nikolopoulos, P. Goodwin, A. Patelis, and V. Assimakopoulos, 
“Forecasting with Cue Information: A Comparison of Multiple 
Regression with Alternative Foreacasting Approaches,” European 
Journal of Operational Research, vol. 180, pp. 354–368, 2007. 

[15] World Bank. 2011. World Development Indicators. [Online]. 
Available: http://data.worldbank.org/ [15 March 2011] 

[16] R. Ramanathan, Introductory Econometrics with Applications, 5th ed. 
Ohio, United States: Thomson Learning Ohio, 2002. 

[17] D. A. Lind, W.G. Marchal and R. D. Mason, Statistical Techniques 
in Business & Economics, 11th ed. New York, United States: 
McGraw Inc., 2005. 

[18] Y. S. Kim, “Towards a Successful CRM: Variable Selection, 
Sampling and Ensemble,” Decision Support Systems, vol. 41, pp. 
542–553, 2006. 

 

 

15




