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Abstract— Ground level ozone (Q) is one of the common pollution issues that has a negative influence on human health. However, the
increasing trends in Q level nowadays which due to rapid development has become a great concern over the world. Thus, developing
an accurate O; forecasting model is necessary. However, the interesting pattern from the data should be identified beforehand.
Association rules is a data mining technique that has an advantage to discover frequent patterns in a dataset, which subsequently will
be useful in the research domain. Therefore, this paper presents the discovering knowledge based on association rules and clustering
technique towards a climatological Q dataset. In this study, the data was analysed to find the behaviour of each precursors. Later K-
means clustering technique was used to find the suitable range for each chosen variable independently, then applied Apriori based
association rules technique to present the behaviours in a meaningful and understandable format. The climatologicaltithe series
data has been collected from Department of Environment for Klang station from year 1997 to 2012. However, the proposed method
only applied on high O, concentration data during stated years to find the association pattern. The outcome has discovered 17 strong
rules. The patterns and behaviours of the selected variables during highy @oncentration has been discovered. The rules are benefit
to the government on how to control the air quality later.

Keywords—data mining; ozone; association rule; apriori; clustering.

I. INTRODUCTION towards high @ is needed. Thus, further data analysis and

In recent years, the concentration of Ozong (®llution comprehensive monitoring should be taken.

has been reported increases in several countries such as O3 Pollution is one of the greenhouse gases produced
Japan, China, California and many others [1]. This air By human activity through pollutant emissions such as

polluter is very harmful to the human health and the Nitrogen Dioxide (N@), Carbon Monoxide (CO), Non-
ecosystem balance. In 2013, the World Health OrganizationM€thane  Organic - Compound ~ (NMHC) and Organic
reported that the Dthreshold standard for public health Compounds (VOC) that reacts in the atmosphere with the
might not be practical for a sensitive group population. This Presence of sunlight [2]. The primary anthropogenic source

is because these group populations are also affected even attiat Produces these pollutants is from the smoke of the

low level of Q. This group population is including people vehicle as well as indus_trial_ factories_. An; f‘hemica}l is
with asthma, old citizens, and children. Therefore, the formed by a simple oxidation reaction of CO with the

development of strategies for effective risk reduction Preésence of Nitric Oxide (NO). While the Hydroxyl (OH),
Hydroperoxyl (HQ), NO and NQ chains and act as a
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catalyst in this reaction. Additionally, organic compounds Il. MATERIAL AND METHOD
such as NMHC may also join a chain of reactions when the  rpis section is divided into three subsections to discuss

carbonyl or ketone species are formed besigdg3D This the dataset background, pre-processing step and algorithm
shows that many precursors are involved inf@mation. explanation in par, B, andC below:

Therefore, the deep understanding is necessary to investigate
the complicated relationship between &nd its precursors A. Data

[4]. This study uses the actual climatological fne series

There is various method has been proposed for analyzingyata taken from Klang station located in Selangor, Malaysia
and detecting ©trends, especially using a statistical method (| atitude N 03° 00,620' and longitude E 101° 24,484).
and data mining techniques [1-12]. Based on past study, th&|ang is known as a royal town and a former capital of the
analysis of @ has been conducted fo investigate the state of Selangor. Klang has divided into two regions, which
variables that give a significant impact ory @rmation is North Klang and South Klang. Both regions are a
using a statistical method. According to a research in [2], thecommercial and residential area. However, South Klang
result shows that Orapidly increased when NMHC and  tends to be busier compared to North Klang due to the
NO, react with the ambient oxygen at the high temperature. gevelopment of government officials and the healthcare
Also, [3] found that NMHC has a similar seasonal variation fagilities that placed in that region. The quick progress of

with NO, during summer and winter. Meanwhile,s O jnnovative and contemporary townships in Klang has led to
concentration shows the different distribution with NMHC  he increasing pollution level. One of this pollution is. O
and NQ. The study in [4] has also done the similar research Therefore, this study aims to find a set of rules that discover
to evaluate several variables such as NOg,NNMHC, and  the knowledge of high concentration @attern surrounding

CO toward Q level. As a result, the selected parameter has Klang areas.

shown to give a significant impact ons @oncentration. This station was selected based on the completeness of the
However, during the analysis, there is zero situation Whereqata and the only station that recorded NMHC concentration.
O; and its precursor’s concentration exceed the norms levelrhis dataset contains 140,280 instances and eight attributes
that can threaten human health. Hence, the averaging methogh| continuous input attribute). Table 1 below describes each
used in this studies cause the information lost. On the othek,griaple that available in a dataset. The table shows a low
hand, these study only focus on pattern distribution of eaChpercentage of missing data with the highest percentage is

variable. Therefore, many researchers have used data miningnq the data were recorded hourly.

method to solve this problem [5-8].
Data mining is a method used to discover hidden or B. Data Pre-processing

exciting knowledge from a past data that for the future [5].  This section will explain the data preparation phase
Based on previous research, data mining can be categorizeghcluding data analysis, dimensionality reduction, and data
into three task including clustering, classification, and rules discretization.
discovery. Rules discovery is a data mining technique that 1) Data Analyzing: Data analyzing is an important step
aims to attract an exciting relationship between variables inthat should be taken in the pre-processing phase to ensure
an extensive database [6]. On the other hand, one of the datghe relationship between variables is identified. This is
mining technique namely association rules may explain thepecause uncorrelated variables will not give useful
acquisition of useful knowledge and patterns from data in aninformation. In this experiment, only three variables were
understandable format. The generated rules found are helpfu§elected which is N§ NMHC, and Q. Figure 1 below
in decision making for the related domain. However, there shows the correlation between N@wards @, NMHC
are only several studies that applied association rules in thigowards Qand NG towards NMHC. The correlation graph
problem domain based on state of the art. In [9], the for NO, towards @and NMHC towards ©shows the high
researcher applying association rules hybrid with a genetichegative correlation, while a correlation graph for ,NO
algorithm to discover knowledge among correlated real- towards NMHC shows high positive correlation. The high
world O; data. The attribute used in this research is negative correlation for NOand NMHC towards €is due
temperature, wind, and ;00n the other hand, he also to the oxidization process, and the strong positive correlation
proposed enhanced association rules for mining multi- between N@ and NMHC is due to the emission process
dimensional time series datélthough this technigque is  from a motor vehicle.
compelling, however, it still has an inadequacy in dealing  Figure 2 depicted the diurnal variation for each variable.
with quantitative data [6] In order to overcome this Based on the graph' there is the apparent peak Qf NO
constraint, a dataset should undergo a discretization proces§MHC, and Q concentration. In general, the dailys O
(8]. concentration was found to increase in the morning at 9:00
Clustering algorithm can be applied as a discretization hours and return to its earlier and lower concentration at
process by partitioning the data into intervals with similar 21:00 hours in the late evening. The highest concentration of
features to make the interval more meaningful [7]. K-means Oz also was recorded during mid-afternoon between 13:00
can explain the characteristic of data distribution by hours and 15:00 hours. This phenomenon is a typical normal
classifying a given dataset intokenumber of a cluster with  for diurnal variation patterns fors0On the other hand, the
the nearest Euclidean distance between two item set [8]daily concentration of parameters N@as recorded as
Therefore, this study proposed a clustering technique intopeing highest during morning peak between 8:00 — 10:00
association rules framework to discretize a dataset. hours and late evening at 21:00 — 23:00 hours. While NMHC

2684



concentration was found to peak at 7:00 — 9:00 hours in thefeatures of the data after the values were averaged in a 24-
morning and 22:00 — 24:00 hours in the late evening thathour format.

about one hour before NOThis phenomenon related to the 2) Dimensionality Reduction: Real-world time series
peak hour of people going to work and returning from work data are often high in dimensionality and recorded in
with the number of a number of the motor vehicle that can continuous form. Some of machine learning algorithm
increase N@ and NMHC formation. However, the cannot cope with this high dimensional data, especially in
concentration was found stable from midday towards the lateterm of storage, speed, and accuracy of the query. Therefore,
afternoon. The graph also shows that €@ncentration is  this study reduces the dimensionality of the data by reducing
high during low NQ and low NMHC, and vice versa. Based random variables, which are not correlated, not relevant or
on this analysis, we found the correlation between thenot give a significant impact on a result (or also known as

variables, but the statistical approach cannot be used irfeatures selection).
extracting important behavior of the data. This is because no
high O3 exceeded 0.04 ppm due to the lose the crucial

TABLE |
PARAMETERS, PERIOD OFDATA COLLECTIONS AND PERCENTAGE OFMISSING VALUES OFKLANG STATION
No Parameter Years Duration Missing Data % Total Instances
1 0Os 16 1997-2012 7.32% 139536
2 NO 16 1997-2012 7.9% 139536
3 NO, 16 1997-2012 8.12% 139536
4 NOx 16 1997-2012 8.83% 128220
5 Cco 16 1997-2012 6.83% 139214
6 NMHC 14 1997-2010 8.25% 116112
7 Ambient Temperature 16 1997-2012 2.69% 139536
8 Wind Speed 16 1997-2012 6.54% 140280
0.18 0.18
0.16 0.16
0.14 0.14
% 0.1 é 0.1
6 0.08 6 0.08
0.06 0.06
0.04 0.04
0.02 0.02
0 0
NMHC (ppm)
8
1o
6 4
2|
2 o o
w4 fo)
B

NO2 (ppm)

Fig. 1. Dispersion graph between parametes, NMHC and Q

2685




3) Data Cleaning: This phase involves identifying and nearest-neighbor column using Euclidean distance function.
fixing errors in the data. In this study, the collected data haslf the corresponding value from the nearest-neighbor column
missing values, and the data between the parameter ares also empty, the next nearest 24 columns are used. For a
inconsistent. Several methods exist to replace missing datanissing data that exceed more than a month continuously,
with reasonable numbers of missing values. One of them isthe corresponding row for that month will be removed from
using a k-nearest neighbd{:-nearest neighbowill replace dataset to avoid biased resultiter the cleaning process,
missing values with the corresponding 24 value from the only 113,232 instances was selected from total 140,280
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Fig. 2. Correlation graph for average values in a day betweenNN\@HC, and Q

TABLE Il
THE INTERVAL BETWEEN O3 GROUP BY CLUSTER AND TOTAL INSTANCES INTHE CLUSTER
Cluster Range In-srtgtr?tl:es Cluster Range In;-tc;tr?tl:es Cluster Range In;r,tc;tr?tl:es
1 0-0 2750 17 0.016-0.017 3986 33 0.039-0.039 734
2 0.001-0.001 6533 18 0.018-0.018 1856 34 0.04-0.04 693
3 0.002-0.002 7629 19 0.019-0.019 1813 35 0.041-0.043 1940
4 0.003-0.003 7837 20 0.02-0.02 1594 36 0.044-0.045 119¢
5 0.004-0.004 7473 21 0.021-0.022 3405 37 0.046-0.047 1018
6 0.005-0.005 6068 22 0.023-0.023 1569 38 0.048-0.040 920
7 0.006-0.006 4879 23 0.024-0.025 2991 39 0.05-0.05 370
8 0.007-0.007 4220 24 0.026-0.027 2758 40 0.051-0.05L 370
9 0.008-0.008 3777 25 0.028-0.029 2602 41 0.052-0.05¢ 969
10 0.009-0.009 3338 26 0.03-0.03 1209 42 0.055-0.05p 1280
11 0.01-0.01 2900 27 0.031-0.032 2216 43 0.06-0.064 1049
12 0.011-0.011 2723 28 0.033-0.033 1015 44 0.066-0.072 767
13 0.012-0.012 2490 29 0.034-0.034 994 45 0.073-0.082 552
14 0.013-0.013 2389 30 0.035-0.036 1847 46 0.083-0.099 370
15 0.014-0.014 2208 31 0.037-0.037 892 47 0.1-0.171 112
16 0.015-0.015 2109 32 0.038-0.038 827
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Fig. 3. Graph frequency of N@gainst cluster © Fig. 4. Graph frequency of NMHC against cluster O

2686



instances. The new data is from January 1997 to Decembethe high frequency of Nfhappens in a small range of O
2009. and the frequency values depend on the group of NMHC
4) Discretization: Discretization is a method used to e.g., NMHC group 1 gives a smaller frequency and vice
convert continuous values into discrete values. Besides theversa. The graph looks consistent for all groups of NMHC.
conventional method, a clustering technique can be used afigure 4 also shows that a high concentration ph&ppens
discretization tools. Hence, it can become a more powerfulwhen thefrequency of NMHC is low. This situation also
method compared to the conventional method. This ishappens for N@against Q
because of the features in a clustering technique that can This experiment only selects the intervals with a high O
divide the item into intervals with similar features to make (above 0.066 ppm) start with cluster 44 until 47, with total
the interval more meaningful [7]. Therefore, this experiment cases of 1801 as a new dataset. The corresponding interval
used a k-means clustering technique as a discretizatiorfor NO, and NMHC also were selected. Then, a new data
method. K-means works by classifying a dataset kto with high O3 will be mined using Apriori algorithm to
number of a group with the nearest mean. The distanceextract the meaningful hidden pattern in a data.
between two points of the item in a dataset will be measured L . ) o
using Euclidean distance [10]. The interval of a cluster & APriori Algorithmin Association Rule
explained the characteristics of the data distribut®ther Association rule is a data mining technique that can
than that, the discretization interval can be more meaningfulgenerate a frequent pattern in a rules form, which implies a
by clustered all the attributes alone. Table 2 below shows theparticular relationship among item set. It is learning by
range of interval for an Qvariable after the discretization finding typical groups of items that frequently occur in a
process. Based on table 2, thgv@riable was clustered into  data set. The most critical parameter component in an
47 group to find the nearest interval that near to 0.1 ppm.association rule is minimum support and minimum
This is because the values of at above or equal to 0.1 confidence[15]. This parameter was used to measure the
ppm can consider high and dangerous [13]. strength of the rules that were generated by the algorithm.
According to a clustering result in table 2, theatatases The support measure will evaluate the statistical importance
of O; exceed or equal to 0.1 ppm is only 112 cases, which isof the dataset. A low support rule may likely to be
only 0.08% occurrences in 16 years from 1997-2012. Thisuninteresting in a transaction [16]. It is guidance on how
shows the occurrence of;@xceedance at Klang area is not many the itemset appears in the datagdeanwhile,
so frequent. However, the increasing amount gfflom minimum confidence is the guidance of how frequent the
time to time give a significant impact on human life. Also, rule has been found to be triar example, leN be an item
the old citizens, children and people who suffer from asthmaset, N => M is an association rule and is a set of
disease are affected by; Qollution even at a low level. transactions. The support bf concerningZ is defined as a
Hence, this study will select a cluster that near to 0.1 ppmpart of transactiorz in the dataset which contains the item
which is cluster 44, 45, 46 and 47 to be mined in the nextsetN, support N). The confidence value of a ruld £> M),
phases. On the other hand, Nénhd NMHC concentration ~ concerning a set of transactios is the part of the
were clustered into 5 group categories as shown in Table 3. transactions that contairf$ which also containdl. Thus,
TABLE Il minimum support and confidence can be defined as below:

GROUPINGRANGE FORNO, AND NMHC CONCENTRATION i ) )
confidence (N == M) = support (N U M)/support (N)

NO, NMHC
(ppm) (ppm
TABLE IV

No Range Total Range Total PseuboCoDE OF THEAPRIORIALGORITHM FORRULE MINING

1 0.00-0.01 19986 0-0.28 45550 — _

2 0.001-0.018 30586 0.29055 32513 Apriori Algorithm: Pseudocode

3 0.019-0.026 30374 0.56-0.92 20829 Start

4 0.027-0.039 23815 0.93-1.46 10858 L, = {frequent itemset in a databags,

for (k=1; Ly '=@; k++)
5 0.04-0.137 8art 1.47-6.77 3483 do beginC,. = candidates generated frdm
for eachtransactiort in the databasgo

The clustering result was illustrated in the graph to see the increment the count of all candidates in
frequency pattern of cluster N@nd NMHC over @ Based _ Gy that are contained in
on figure 3, the graph shows that the high frequency of NO Li1 = candidates iiCy, with minimum support
happens in a small range of.(0’he graph looks consistent End
for all groups of N@ The study in [1] and [3] state that, Return Uy L

although NQ concentration has a high impact on the
formation of @, however, it needs some time to oxidize
from NO, to O; and other involvement of precursors also
affect the formation of @ Additionally, the @ formation
will be stopped at a certain level of B(ut this fact still
unexplained yet.

Furthermore, figure 4 depicted the graph for thgdency
of group NMHC against a group of;(Based on the graph,

The popular algorithms in association rules are Apriori.
Apriori were functions by using a “bottom-up” approach by
finding a repeated individual item that frequently occurs in a
database and this process were extended to a more
substantial item set [16]. Similar research had been done in
[17]. However, the method used and the type of pollution
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were different. The researcher used the Apriori algorithm to TABLEV

analyze extreme Particulate Matter condition in Jing-Jin-Ji, a  DESCRIPTION OFRULES FOUND BY APRIORIALGORITHM FORGROUP
. . . . CLUSTERO; 44,45 AND 46

China region, based on spatial and temporal. Another similar

research background in [20] was conducted to find the Rules O;= 44 (0.066-0.072) Frequency
relations between atmospheric pollution and climatological | IF | NMHC=1 (0-0.28)0R 603
conditions using association rules with the intention to NMHC=2 (0.29-0.55DR 152
implement those rules in a forecasting model. This shows NO,=1 (0.00-0.010R 231
that the Apr|0r|—ba_lsed association rules was so po_pular and NO=2 (0.011-0.018PR 181
had been done with a different purpose and o_bje_ctlve. Table NO=3 (0.019-0.026DR 190
4 above presents pseudo-code for the Apriori algorithm.
Based on table 43, represents a candidate in item lseand NOz=4 (0.027-0.039PR 132
Lcrepresents a frequent item in item leet ggfl (0.00-0.01AND NMHC=1 (0-0.28) 203

1. RESULT AND DISCUSSION oR (0-011-0.018RND FMHC= (6-:0.28) 162

In this study, the proposed method was applied to the -'F'SE,\? g'gﬁ(z(‘%g@g%fz'\)"'*c‘l (0-0.28) 143
climatological Q data to find a set of essential rules between Rules O,= 45 (0.073-0.082) Frequency
the s_electted_ attlrlbgte u5|:1q[_ theh_Apkr)lotn techmque. The IF | NMHC=1 (0-0.28)0R 208
experiment involved a relationship between three main -
attributes namely NQ NMHC, and Q. The experiment was NMHC=2 (0.29-0.55PR 187
conducted using the Waikato Environment for Knowledge NOz=1 (0.00-0.010R 137
Analysis (WEKA) software. The selection value for NO,=2 (0.011-0.018PR 149
minimum confidence level and minimum support level can NO.=3 (0.019-0.026PR 129
affect the rules generation. Therefore, the selection value for NO.=1 (0.00-0.01AND NMHC=1 (0-0.28) ) 120
this two parameter is very crucial in producing meanjngful (rv)gz:z (0.011-0.018AND NMHC=1 (0-0.28)
rules. Commonly, the rules generated with high confidence THEN O, = 45(0.073-0.082 ) 127
value was given a top priority in the sglecuon process Rules O,= 46 (0.083-0.099) Frequency
because they are considered strong, but this method does no NMHC=1 (0-0.28)THEN O,= 46 (0.083-
provide an opportunity to discover an odd data. Therefore, IF 0.099) 85
this study sets the confidence value from 60% to 100% and
the minimum support value is set as 0.1. This is to ensure
that the frequent and meaningful rules at low confidence and oz 03 = — NmHC
support values can be discovered.

The result was generated by if-then rules which are the ** 09
scientific statement that connecting variables to form a 0.1z __/_,’-\/\': o
conclusion. A rules statement has two-part, which is premise —. o1 T
(antecedent), and conclusion (consequent) part. The factor:éolOs l' zf %
(NO, and NMHC) have been forced to belong to the & o
antecedent andQvere set as a consequent. After rules were %" | _ ” Zj E
generated, the evaluation process needs to be done to ensu 004 S m e e~ = .
that the rules generated are meaningful for decision-making. ooz | ==sesrreserm T e aiiiaaaes trere et o1
Some rules may be less meaningful for decision-making. 0 0
Therefore, these rules should be analyzed to ensure that onl 13 14 15 16 17 18 19
meaningful rules are taken. The most significant rules were Hour

selected and presented in table 5 below. Only 17 rules were
selected among the rules found by the Apriori and it can be
noticed that there is no rule of cluster 47 for (@ange 0.1-
0.171). The rules disclose that MNOprovides more
information about the 9formation than NMHC. However,

Fig. 5. Graph average in 24 hours of N@d NMHC during high ©

IV. CONCLUSIONS

there is a high frequency of low NMHC affectings O In this study, a data mining method was proposed in

concentration. preparing the dataset in order to discover meaningful
The graph in figure 5 shows that BlGand NMHC information among correlated real—worlq g:limatologica_aj _O.

concentration were low at the highs Qevel and Q data around Klang areas. Then, the Apriori-based association

concentrationare contradicted with NO and NMHC rules techniques were applied to a dataset to generate a set of
concentration. However, NMHC increased at hour 22. This fules. The generated rules were selected based on several
graph supports the rules finding above which is the frequencycriteria and relevance. Only 17 rules were extracted to shows
for the rule “If NO;and NMHC are low, then s high” is a pattern for high ©concentration around Klang station that
more frequent. Also, there is no NMHC more than 0.55 and c@n answer the research objectl\_/e. _The _selected rules stated
NO, more than 0.039 in generated rules. The graph alsol" Table 5 proved the research findings in [4] and [21] that
shows that at hour 21, NMHC started to increase but did notth€ concentration of Oinfluenced by the amount of NO

affect the Q concentration and NOemained the same. and NMHC because of oxidation and photochemical process,
with the exact threshold values for each parameter. These
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rules provide essential knowledge, especially in controlling
the main factor that influences;@rmation to balance the 10]
ecosystem. Also, the generated rules can be implemented ir[n
a prediction model to forecastzQevels in the future.
Besides, this study provides a pattern of ,N®MHC, and

O; that can be used as a reference for the environmentalt?!
department.
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