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Abstract— There is a massive amount of high dimensional data that is pervasive in the healthcare domain. Interpreting these data 
continues as a challenging problem and it is an active research area due to their nature of high dimensional and low sample size. 
These problems produce a significant challenge to the existing classification methods in achieving high accuracy. Therefore, a 
compelling feature selection method is important in this case to improve the correctly classify different diseases and consequently lead 
to help medical practitioners. The methodology for this paper is adapted from KDD method. In this work, a wrapper-based feature 
selection using the Genetic Algorithm (GA) is proposed and the classifier is based on Support Vector Machine (SVM). The proposed 
algorithms was tested on five medical datasets naming the Breast Cancer, Parkinson’s, Heart Disease, Statlog (Heart), and Hepatitis. 
The results obtained from this work, which apply GA as feature selection yielded competitive results on most of the datasets. The 
accuracies of the said datasets are as follows: Breast Cancer - 72.71%, Parkinson’s – 88.36%, Heart Disease – 86.73%, Statlog (Heart) 
– 85.48 %, and Hepatitis – 76.95%. This prediction method with GA as feature selection will help medical practitioners to make 
better diagnose with patient’s disease.   
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I. INTRODUCTION 

Hospitals nowadays are well equipped with extensive data 
collection tools that proportionately allocate reasonable 
means to collect and store the data in the hospital 
information systems [1]. Large amounts of data that are 
being accumulated in medical databases require specialized 
tools for storing, accessing and analyzing the data to make 
use of the data effectively [1]. There are various types of 
medical data such as narrative, textual, numerical 
measurements, recorded signals, and pictures. Lately, it has 
become laborious to extract useful information for decision 
support due to the growth in these data sizes [1].  

The knowledge discovery in databases (KDD) method 
provides an exciting approach to probe such data-driven 
problems. The KDD methodology refers to the 
comprehensive process of discovering helpful knowledge 
where the process continues to progress into various research 
fields, including high-performance computing, data 
visualization, knowledge acquisition for expert systems, 
artificial intelligence, statistics, databases, pattern 
recognition, and machine learning [2].  

The KDD methodology involves using the database with 
preprocessing of data, sub-sampling of data, and 
transformations of data to apply data mining methods to 
identify patterns. The KDD method is illustrated in Figure 1. 

This methodology denotes to the overall process of 
uncovering useful knowledge from data.  

 

 
Fig. 1. The KDD Process [2] 

Data mining is known as an application of special 
algorithms to extract patterns from data using the KDD 
methodology. The additional steps in the KDD methodology 
include data preparation, data selection, and data cleaning. 
The inclusion of suitable preceding knowledge alongside an 
appropriate rendition of the results from the mining steps is 

1907



important to fortify the relevant knowledge acquired from 
the data used.  

Since data mining is an important subset of the KDD 
methodology, it is an iterative task to search for current, 
invaluable, and non-trivial information from a large capacity 
of data [2]. The best solution is attained by assessing the 
knowledge of human experts in outlining the problems and 
goals that can provide the search capacity. There are various 
data mining approaches that have been successfully applied 
in a few main areas of study such as healthcare, medicine, 
biomedicine, bioinformatics and education [3]–[7]. The 
competitive results obtained from the said studies above are 
used to actuate the current research in applying data mining 
approaches. Based on the outlined problems and their 
motivations, this work aims to adapt the Genetic Algorithm 
(GA) into the medical datasets where features are selected 
and applied into Support Vector Machine as a classifier to 
predict diseases namely Breast Cancer, Parkinson’s, Heart 
Disease, Statlog (Heart) and Hepatitis.  

II. MATERIALS AND METHODS 

A. Nature-Inspired Metaheuristic Algorithms for Feature 
Selection  

Metaheuristic is known as a repetition generation process 
that accompanies a subordinate heuristic by integrating 
different concepts of exploring and exploiting in a search 
space intelligently [8]. The learning strategies are used to 
structure information to perceive efficiently near-optimal 
solutions [8]. The metaheuristic algorithms are said to be 
highly successful and efficient in resolving complex and 
large problem sets [8]. These algorithms can be mainly 
categorized into two main classes. The first category is a 
single-based metaheuristic algorithm, which is the local 
search method. The second category is the population-based 
metaheuristic algorithm, which represents global search 
methods. The single-based algorithms begin with a solution 
and try to improvise it until the stop condition is attained. 
This algorithm broadly exploits the current region of the said 
problem search space. This search method often results in a 
local optima problem. 

Meanwhile, the population-based metaheuristic 
algorithms perform a search based on global optimization 
and stochastic methods. The population-based algorithms are 
inspired by diverse aspects of biological processes that 
revolve around the living creatures or from the social 
interactions among animals in the real world [8]. These 
algorithms are more efficient in their exploration ability of 
the search space and usually acquire acceptable solutions [8]. 
Currently, there is numerous work being done using feature 
selection based on metaheuristic algorithms. The related 
work using these algorithms are discussed below. 

1)  Genetic Algorithm (GA): Salem et. al. [9] used GA to 
classify human cancer diseases. The dataset used in this 
study was extracted from seven different Cancer Gene 
Expression Datasets. The results obtained from this work 
was competitively better with feature selection. In another 
work, Paul et. al. [10] proposed a GA based Fuzzy Decision 
Support System for diagnosing heart disease. The proposed 
algorithm was tested on the heart disease datasets available 
in the UCI Machine Learning Repository [11]. The proposed 

system obtained almost 80% accuracy based on the datasets. 
The proposed algorithms from these studies proved that the 
classification accuracy is better when feature selection is 
applied. However, the random convergence on GA for this 
dataset based on the fitness function remains as a 
disadvantage. GA is time-consuming whenever large 
features are involved.  

2)  Particle Swarm Optimization (PSO): Chatterjee et. al. 
[12] used PSO to select feature for dengue fever 
classification. Artificial Neural Network (ANN) was used as 
a classifier in this work. The dataset used for this work 
included the acute dengue patients data from Gene 
Expression Omnibus. The proposed algorithm obtained an 
accuracy of 90.91% with PSO as feature selection. In 
another work by Shahsavari et. al. [13], PSO was used to 
select the features while Extreme Learning Machine was 
used for the classification of Parkinson’s disease. The 
proposed method obtained an accuracy of 88.72%. Based on 
the results, it was concluded that PSO yielded good results 
since the size of the features in these two datasets are really 
large. The PSO has also proved computational efficiency in 
the said work. 

3)  Ant Bee Colony (ABC): Shunmugapriya & Kanmani 
[14] designed a hybrid algorithm based on the Ant and Bee 
Colony (AB-ABC) for feature selection. The proposed 
algorithm was tested on 13 different datasets from the UCI 
Machine Learning Repository [11]. The classifiers used in 
this work are Decision Tree and J48. The results obtained 
were significantly better with feature selection. In addition, 
Subanya & Rajalaxmi [15] performed feature selection using 
ABC for cardiovascular disease diagnosis. The classifier 
used in this work is Naïve Bayes. The dataset used in this 
study was obtained from the UCI Machine Learning 
Repository [11]. The accuracy obtained was 86.4%. The 
prediction accuracies were improved in these works with the 
implementation of the ABC algorithm as feature selection. 
The ABC worked well on these datasets due to its ability to 
explore local solutions well.  

B. Data Mining Methods for Classification  

According to Fayyad et.al. [2], data mining was employed 
to detect patterns and to extract hidden information from 
large databases. There are two main data mining models, 
which are the predictive model and the descriptive model 
[16]. The predictive model is often applied to supervised 
learning functions and to predict the undisclosed variables of 
interest [16]. While the descriptive model is often applied to 
the unsupervised learning functions in identifying patterns to 
describe the data that can be explicated by human [16]. The 
implementation model of data mining is made through a 
task. The task used for the predictive models is classification 
[17], regression [18] and categorization [19]. 

Meanwhile, the task for a descriptive model is often 
implemented using the clustering [20], association rules 
[21], correlation analysis [22] and anomaly detection [23]. 
When the data mining model and the task are defined, the 
appropriate data mining method will be used to build the 
model based on the discipline of study. Many data mining 
methods are commonly used for classification. The related 
work using data mining methods is discussed accordingly.  
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1)  K-Nearest Neighbour (KNN): Khateeb and Usman [24] 
used the KNN to predict heart disease. The dataset used in 
this study was from the UCI Machine Learning Repository 
[11]. The classification accuracy obtained was 79.20% based 
on a 10-fold cross-validation. Moreover, in another work, 
Hashi. et.al. [25] used KNN to predict diabetes. In this work, 
the Pima Indians Diabetes Database of the National Institute 
of Diabetes was used. The KNN algorithm achieved 76.96% 
of accuracy. On the other hand, Enriko et. al. [26] presented 
their work on heart disease prediction using KNN. The 
dataset used in this study was also from the UCI Machine 
Learning Repository [11]. KNN attained an accuracy of 
81.85%. Based on these papers, it was evident that the KNN 
obtained competitive results on various datasets used. The 
KNN was found to be an algorithm which constantly 
evolved based on the learning instances. KNN is capable of 
determining the neighbours directly from the training models.  

2)  Support Vector Machine (SVM): Rustam et. al. [27] 
used the SVM algorithm to classify the imbalanced cerebral 
infarction. The authors tested them on the imbalanced 
cerebral infarction dataset obtained from the Department of 
Radiology at Dr Cipto Mangunkusumo Hospital. An 
accuracy of 87% was achieved when SVM was implemented 
on the said dataset. In another work [28], SVM was applied 
SVM for predicting thyroid disease classification using data 
retrieved from the UCI Machine Learning Repository [11]. 
SVM obtained an accuracy rate of 94.55% on the said 
dataset. Apart from the two disease prediction models stated 
above, SVM has also been used to predict kidney disease 
[29]. The dataset used on this work is collected from several 
medical labs, canters and hospitals. The SVM scored 76.32% 
in terms of classification accuracy. The results obtained from 
these studies were found to be acceptable since SVM was 
designed to minimize structural risk and to find the best 
hyperplane to classify data from the defined classes. 

3)  Naïve Bayes: Naïve Bayes classifier was used to detect 
cardiovascular disease risk level for adults [30]. The dataset 
employed in this study was collected from cardiac risk 
assessment. The Naïve Bayes achieved an accuracy of 
85.90%, 84.37% sensitivity and 86.19% specificity. In 
another study, Naïve Bayes method was also used to predict 
heart disease [31] using the dataset obtained from the UCI 
Machine Learning Repository [11]. The Naïve Bayes 
method obtained an accuracy of 76.67%. Meanwhile, 
Baitharu & Pani [32] have also applied the data mining 
method for making a healthcare decision support system 
using liver disorder dataset obtained from the UCI Machine 
Learning Repository [11] was used in this study. The 
accuracy obtained from this study was only 55.36%. The 
results obtained from these studies were mixed. These mixed 
results could be due the Naïve Bayes classifier’s inability to 
modify the dependencies among the variables. It is not a 
great method to be implemented as a classifier especially 
when there is no prior pre-processing before classification. 

4)  Random Forest: This classifier was used in predicting 
oesophageal cancer [33]. The authors have used the dataset 
from oesophageal cancer patients. The Random Forest 
algorithm obtained an accuracy of 82.3%. In another work 
conducted by Kumar [34], chronic kidney disease was 
predicted using Random Forest. The dataset used in this 

study was retrieved from the UCI Machine Learning 
Repository [11]. The Random Forest algorithm performed 
better than the other methods. On the other hand, Random 
Forest was also used to predict generalized anxiety disorder 
among women [35]. This method yielded an accuracy rate of 
92.85%. The Random Forest methods worked well with 
these studies because it is flexible and tends to produce high 
accuracy with large datasets in place. 

C. Methodology Development 

The research methodology for this work is adapted from 
the KDD methodology and is illustrated in Figure 2. The 
proposed test method empirically used five medical 
diagnostic datasets obtained from the UCI machine learning 
data repository [36].  The method involves a data pre-
processing phase where the collected data is cleaned and 
transformed suitable for classification prediction. Following 
this phase, the feature selection was performed. The data 
from the pre-processing stage (phase two) was carried over 
to phase three for classification prediction. The prediction 
algorithm based on the SVM was trained and tested on the 
data for classification prediction. The last includes the 
evaluation phase where the enhanced prediction algorithm 
using classification performance criteria.  

 

 
Fig. 2. The proposed methodology 

1)  Phase 1 (Pre-processing): The dataset cleaning is an 
important process used to regulate inaccurate, incomplete 
and noisy data. The cleaned dataset will then be improved in 
terms of quality through correctly detect the errors and 
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omissions. In general, dataset cleaning reduces errors and 
improves the overall data quality. Dataset cleaning is the 
first step of this methodology [37]. The proposed algorithm 
was be tested on seven datasets obtained from the UCI 
machine learning repository [36]. These datasets contain a 
distinct number of features belonging to the medical 
diagnosis domain. The attributes of the features are usually 
diagnosis attribute information namely radius, texture, and 
smoothness of a malignant cell. The selected data sets 
provide the maximum variation based on the number of 
samples (S), the number of classes (C) and the number of 
features (F) where variation is widely adopted in related 
works. However, most of these datasets suffer from missing 
values. In order to rectify the issue, the missing values were 
replaced with the mean of the numeric attributes and the 
mode for the nominal attributes. Based on Table I, the 
selected datasets was used to prove the performance of 
feature selection using GA on binary classification. The 
selected datasets provide an overall insight into the 
performance of the proposed algorithm in both extreme 
cases, namely when � � �  and when � � � . Once the 
missing values in the dataset were replaced with the mean 
for numeric attributes and the mode for nominal once, the 
dataset was used for the feature selection process.   

TABLE I  
DATASET USED 

No Name Samples Features Classes 
1 Breast Cancer  286 9 2 
2 Parkinson’s 756 754 2 
3 Heart Disease 303 75 2 
4 Statlog (Heart) 270 13 2 
5 Hepatitis 155 19 2 

2)  Phase 2 (Pre-processing): In this phase, the features 
selected from phase 1 were passed through SVM to evaluate 
the classification accuracy by evaluating every feature subset 
which was generated from the GA algorithm. The SVM 
classifier was used in the wrapper method because it works 
well on high dimensional data [38]. In this work, the Radial 
Basis Function (RBF) kernel was used in SVM classification 
method because it is very widely used kernel for 
classification application, and it has a smaller number of 
hyperparameters. There are many studies that report the 
effectiveness of RBF kernel over other kernels [39]–[41]. 

3)  Phase 3 (Evaluation): In the evaluation phase, the 
proposed algorithm was evaluated using several measures to 
assess the effectiveness and the correctness of the proposed 
method. The confusion matrix is widely used to evaluate the 
performance as it encompasses the number of correct and 
incorrect predictions made by the classification model 
compared to the actual outcomes in the data [42]. This 
matrix includes the accuracy, sensitivity, and specificity. 
Accuracy is the proportion of the total number of predictions 
that are evaluated as being correct. Sensitivity is the 
proportions of True Positive (TP) which are correctly 
identified by the classifier. Meanwhile, specificity is the 
proportions of True Negative (TN) which are correctly 
identified by the classifier.  Due to this combination of 
measures, it is possible to have a balanced view of the 
performance instead of a single numerical value of the 
method that was being used. These metrics aid in the 

performance evaluation of the data mining methods. The 
other measure which was evaluated for effectiveness is 
classification accuracy, sensitivity, specificity, positive 
predictive value and negative predictive value [43], [44]. 

III.  RESULTS AND DISCUSSION 

Table II demonstrates the performance of the prediction 
model without feature selection. While Table III summarises 
the performance of the prediction model with feature 
selection. Figures 3 and 4 illustrate the classification 
accuracy, sensitivity, and specificity. The results also 
indicated an improvement in the classification accuracy of 
the classifier on the medical dataset because of the 
decreasing number of features. When the number of features 
reduces, the performance affects the specificity. The 
classification accuracy was above 80% for Parkinson’s, 
Heart Disease and Statlog (Heart) after feature selection 
through GA but not on the Breast Cancer and Hepatitis 
dataset. Both the datasets had the lowest number of original 
features compared to the rest of the dataset. The 
classification accuracy was relatively higher for the 
Parkinson’s, Heart Disease and Statlog (Heart) dataset. It 
was evident that the overall classification accuracy improved 
with a reduced number of feature subsets. The assumption 
was made because the classification accuracy obtained 
before the application of feature selection was lesser than 
60%. The lesser than 60% of classification accuracy is 
achieved on all the datasets regarding the original number of 
features on the datasets.   

TABLE II   
PERFORMANCE OF PREDICTION MODEL WITHOUT FEATURE SELECTION 

Dataset Accuracy (%) Sensitivity (%) Specificity (%) 
Breast Cancer  55.97 53.50 60.75 
Parkinson’s 58.17 50.81 47.15 
Heart Disease 56.02 43.22 53.16 
Statlog (Heart) 52.14 59.44 67.02 
Hepatitis 57.80 60.13 69.59 

 

Fig. 3. The performance of the prediction model without feature selection.  

TABLE III   
PERFORMANCE OF PREDICTION MODEL WITH FEATURE SELECTION 

Dataset Accuracy (%) Sensitivity (%) Specificity (%) 
Breast Cancer  72.71 85.71 71.42 
Parkinson’s 88.36 88.70 67.31 
Heart Disease 86.73 81.81 59.51 
Statlog (Heart) 85.48 82.05 67.51 
Hepatitis 76.95 89.68 63.12 
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Fig. 4. The performance of the prediction model with GA as feature 

selection 

IV.  CONCLUSIONS 

The proposed approach using medical datasets in this 
study indicated significant improvements in the 
classification accuracy with the feature selection. The 
reduction in features improved the performance in terms of 
classification accuracy with the correct feature selection. The 
specificity recorded for both with and without the feature 
selection approach was relatively within the range of 50% – 
60%. The sensitivity increased with the reduction of features. 
With this proposed prediction method with GA as feature 
selection and SVM as the classifier, medical practitioners 
would be able to diagnose patient’s diseases more accurately. 
Despite having good prediction accuracy with the feature 
selection algorithms, the computation time taken with GA 
was high and there is evidence of the said algorithm being 
trapped in local optima. Therefore, our future directions are 
to enhance the predictions using hybrid feature selection 
algorithms resolving the issues addressed 
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