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Abstract—Many studies employ a dynamic statistical approach to model the relationship between roads for predicting traffic flow. 

Statistical relationships among roads pertain to the associations between road segments in nearby areas. Roads with similar traffic 

patterns usually define the relationship. Previous studies have shown that adjacent roads demonstrated a similar traffic pattern on the 

same day and time interval. Studying similar patterns between roads in surrounding areas provides information about the traffic state 

among roads in a cluster. Furthermore, the results of this finding may be considered to increase the performance of prediction of traffic 

conditions. In general, road segment roads are correlated with other road segments. They are connected upstream, downstream, or 

both; they are connected upstream, downstream, or both. To address this, we propose a Local Binary Pattern (LBP) to explore road 

connections by clustering congestion features between the target roads and their neighboring roads. The outcomes show that the roads 

with high connectivity obtained from the clustering process were utilized to predict traffic conditions using the SVM approach. The 

David-Bouldin Index of LBP with k-means shows the lowest compared with PCA k-means and k-means only. By evaluating the 

clustering result using the Davies-Bouldin Index and assessing the prediction results with SVM, we discovered that incorporating LBP 

with K-Means improved outcomes in identifying highly connected roads using K-Means.  
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I. INTRODUCTION

Traffic congestion occurs when the number of cars on the 

road outmatches its maximum capacity. Critical characteristics 

of road congestion include reduced average vehicle speeds, 

longer travel durations, and cars queuing up on the road. The 

effective identification of traffic congestion requires using a 

suitable method or model. One approach to assess congestion 

distribution within surrounding roads is by analyzing the 

correlation between congestion and increasing traffic 

congestion. As demonstrated in prior research, various factors 

can contribute to traffic congestion, including vehicle speeds, 

rain conditions, accidents, and special events. An inherent 
complexity of traffic congestion is its dynamic and 

interconnected nature, as it can spread from one road to a 

traffic network [1], [2]. Understanding these interconnections 

among roads in congested areas can offer valuable insights for 

assisting drivers in avoiding traffic jams or congestion. The 

outcomes of this study can potentially enhance the ability of 

the clustering algorithm to cluster road segments based on 

traffic state in day and time. Understanding the connections 

between roads in congested areas can offer valuable insights to 

help drivers avoid traffic congestion, and the findings of this 

research can enhance the efficiency of clustering road 
segments using the k-means algorithm. 

Spatiotemporal factors have been considered for many 

years to predict traffic flow [3]. Surrounding roads, especially 

connected roads downstream upstream and adjacency roads, 

have been considered as spatial factors influencing traffic 

flow. A study by [4] uses spatial facts to predict traffic flows. 

A study by [5] stated that traffic congestion in a busy area can 

be anticipated quickly by utilizing traffic data from the 

connected upstream links.  

Other studies extend connected roads with sub-connected 

roads. A study by [5] extends one level of sub-connected roads 
upstream and downstream as spatial factors. This study states 

that expanded connected roads improve traffic prediction 

accuracy compared to predictions using only connected roads. 

Past studies indicate a correlation between a road segment and 

others connected upstream, downstream, or in both directions 
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using the regression method [6]. Several research studies 

identify the congestion relationship between two road 

segments [1], specifically from roads III to IV, covering 

distance d. If congestion is present on road III at t (time) and 

at t + T (time), Figure 1 illustrates that a congestion state 

occurs on road IV and road III. This situation will impact 

traffic flow on Road I and Road II. 

 

 
Fig. 1  Road III influences neighboring roads 

 

Instead of predicting traffic flow based on linked roads, 

several studies employ a dynamic statistical approach to model 

the relationship between roads for predicting traffic flow. 
Statistical relationships among roads pertain to the 

associations between road segments in nearby areas. The 

prediction is usually based on roads with similar daily traffic 

patterns [7]. An example study by [1] established the 

relationship between road segments by examining the traffic 

conditions and congestion occurring on two roads within a 

specified distance. 

In this study, we present the outcomes of our 

investigation, aiming to identify the correlation between 

roads in adjacent areas by examining traffic state extraction 

features concerning both day and time. Local binary pattern 

(LBP) is a popular technique for feature extraction [8], [9]. 
The principal idea of the LBP algorithm is the feature 

extraction of grayscale images [10]. Selecting the optimal 

pixel using the Local Binary Pattern (LBP) detector involves 

assessing the circle radius compared to neighboring pixels 

[10], which resemble the traffic conditions of neighboring 

roads surrounding the target road. The connection between 

roads is established by clustering the Local Binary Pattern 

(LBP) values between the target road and its surrounding 

roads by applying the k-means algorithm. The obtained 

relationship roads are subsequently employed to predict 

traffic conditions using machine learning. The choice of the 
best pixel by the detector (LBP) is based on the 

determination of the circle radius compared with the 

neighboring pixel [10]. This represents the traffic state of 

neighboring roads surrounding road targets. This study 

investigates the relationship between roads by clustering the 

LBP value between a target road and neighboring roads 

using k-means. The results are then used to predict the traffic 

state using the support vector machine (SVM) method. For 

evaluation purposes, we compare the results of traffic state 

prediction using the SVM method based on PCA k-means 

and k-means only. 

 
 

 

II. MATERIAL AND METHOD 

This study involves multiple phases, as shown in Figure 2. 

First, traffic data are collected, then congestion is determined, 

road segments are clustered, and, finally, the traffic state is 

predicted based on the clustering results. 

 
Fig. 2  Diagram methodology 

A. Sourcing Traffic Data 

For the experiment, we employed a dataset sourced from 
IoT sensors situated in Aarhus, Denmark [11]. Figure 3 

illustrates an approximate count of 449 sensors in this 

location. 

 

 
Fig. 3  Dataset location taken from the city of Aarhus, Denmark 

B. Determine congestion 

Various definitions and metrics for assessing road 

congestion have been developed. Road congestion occurs 

when the incoming traffic from upstream exceeds the 

downstream road capacity, causing a particular link to 
become congested after a certain period [1]. Some studies 

utilize an index of congestion level, considering factors such 

as saturation degree, travel speed, and a combination [12]. 

Another study introduced the traffic performance index[13]. 

The current research computed the congestion index for 

specific time intervals to measure the similarity between roads 

and calculate the congestion level. The congestion index is 

determined based on the traffic factor [12] and is calculated 

every 20 minutes following [14].  

Finally, to determine road congestion, this study computed 

the congestion index over 20-minute intervals to gauge road 

similarity and determine the congestion level. According to 
traffic policy in Denmark [15], the average speed of regular 

town traffic is typically 50 km/hour. Based on this situation, 

traffic jams or congestion is defined in this study when the 

speed falls below 50 km/h. Therefore, we consider a road 

congested if the congestion index equals or exceeds 3, 

following [14]. 

 

A. Sourcing 

Traffic Data

B. Determine 

Congestion

C. Clustering 

Road Segment

D. Predict 

traffic state
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C. Clustering Road Segment 

K-means Clustering has found extensive application in 

intelligent transportation systems for grouping similar road 

segments and identifying daily traffic patterns [16]. In a prior 
investigation, road segments with comparable characteristics 

were clustered using K-means, considering factors such as 

volume, vehicle sensors, speed, and GPS trajectory [17]–[19]. 

This study clusters road segments based on the congestion 

index following [14]. 

D. Local Binary Pattern 

This study uses a local binary pattern and a popular k-means 

algorithm to cluster surrounding roads. K-means clustering is 
a widely used unsupervised machine learning technique that 

aims to partition a set of data points into � distinct clusters [14]. 

Each cluster is characterized by its centroid [20], which is the 

average of the points in that cluster. K-means clustering aims 

to minimize the variance within each cluster, thereby making 

the points in the same cluster as similar as possible while 

keeping the clusters distinct. Local binary pattern (LBP) is a 

popular technique for feature extraction [8], [9]. The principal 

idea of the LBP algorithm is the feature extraction of grayscale 

images [10]. Selecting the optimal pixel using the Local 

Binary Pattern (LBP) detector involves assessing the circle 
radius compared to neighboring pixels [10], which resemble 

the traffic conditions of neighboring roads surrounding the 

target road. The connection between roads is established by 

clustering the Local Binary Pattern (LBP) values between the 

target road and its surrounding roads by applying the k-means 

algorithm, as shown in Figure 4. 

 

 
Fig. 4  Proposed Clustering Algorithm 

 

The genuine local binary pattern algorithm [21] involves 

the pixel of an image representation using decimal numbers 

known as local binary pattern codes. After obtaining a list of 

these local binary patterns, the LBP method is applied to 

image recognition. This approach encodes the local structure 

surrounding each pixel, as depicted in Figure 7. For each 

pixel, a comparison is made with its eight neighbors in 3x3 

surrounding pixels, determining whether each neighbor's 

pixel number is less than or equal to the middle or central 
pixel. The result is a binary code, where values less than the 

central pixel are encoded as 0 and others as 1. The final 

number (binary) is developed by merging all these binary 

codes in a clockwise behavior starting from the top-left, as 

shown in Figure 5. 

 

 
Fig. 5  The flow of the local binary pattern algorithm[22] 

Ultimately, a histogram exists for each image (boundary) in 

this study. The boundary is the neighboring road within every 

training dataset. In simpler terms, for each of the N images in 

the training dataset, the Local Binary Pattern (LBP) extracts a 

corresponding histogram, which is stored for subsequent 

recognition processes. The algorithm keeps track of the 
association between the extracted histograms and the 

respective individuals. In the context of this study, LBP is 

applied to extract traffic flow patterns on each road. An 

illustration of the traffic on surrounding roads in the Local 

Binary Pattern is presented in Figure 6. 

 

 
Fig. 6  The traffic of surrounding roads in the Local Binary Pattern 

E. David Bouldin Index 

In general, SSE, silhouette coefficient [23], and David 

Bouldin Index (DBI) [24], [25] are commonly employed to 
assess clustering results and calculate the optimal number of 

clusters (k). The David Bouldin Index (DBI) [24] is a metric 

used to evaluate the quality of clustering results in 

unsupervised machine learning. It measures how well the 

clusters are separated from each other and how compact the 

clusters are. The DBI helps assess a clustering solution's 

goodness by considering both clusters' separation and 

cohesion. A lower Davies-Bouldin Index (DBI) value 

suggests that the clustering outcomes demonstrate increased 

cohesion within individual clusters and more precise 

separation between distinct clusters. A smaller DBI indicates 

that items within the same group are closely related, while 
different groups are more distinctly separated. The formula is 

explained in (1). 
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Where: 

 k is the number of clusters. 

 �� is the average distance between the points in cluster i 

and the centroid of cluster i, also known as the cluster's 

internal cohesion. 

 ��� is the distance between the centroids of clusters i and 

j, representing the separation between clusters. 

 The expression 
�����

���
 measures how close and similar 

clusters i and j are, where a lower value indicates better 

clustering 

This study uses the David Bouldin Index to identify the 

optimal k, evaluating the average maximum similarity within 

each cluster. A lower Davies-Bouldin Index (DBI) value 

suggests that the clustering outcomes demonstrate increased 

cohesion within individual clusters and clearer separation 

between distinct clusters. A smaller DBI indicates that items 

within the same group are closely related, while different 

groups are more distinctly separated.  

F. Compare with Principal Component Analysis 

Principal Component Analysis (PCA) is a standard method 

for dimensionality reduction [26], [27]. The PCA method 
reduces linear projection, which maximizes the scatter of all 

projected samples. The principal idea is that correlated 

variables often explain a high-dimensional dataset and only 

keep the meaningful dimensions for most of the information. 

Further detail about the equation in [26]. In this study, we 

observed most of the variance in each road as shown in Figure 

7. Figure 7 shows the average majority of variance on each 

road is below the first five components. However, in this 

study, we considered the first ten components to be clustered 

using k-Means following work by [28].  

 
Fig. 7  The variance of principal components from four road segments 

 

The proposed local binary pattern k-means was then 

compared with the principal component analysis (PCA) k-
means algorithm [28].  

G. Predict Traffic State 

Many studies use the Support Vector Machine (SVM) 

algorithm  to predict traffic flow [29]–[31]. In this study, the 

surrounding roads derived from the clustering method are 

utilized for prediction through the Support Vector Machine 

(SVM) method. The problem can be formally defined using 

the following formula (2). 
 

� � ���� , ���, �� ∈ �� , � ∈  !1, 1#$�%�
&

 

� � min�%�…& |, ∙ � . / 

0 � max�%�…3 ℎ�|��# 

(2) 

 

D is the dataset, where x is surrounding roads and y is the 

road target (x and y are roads in the same cluster obtained 

using the clustering method). Β is computed for each training 

data, and B is the smallest β obtained. Each H hyperplanes, 

each of them will have a �� value, and finally, the hyperplane 

with the largest �� Value is selected. The proposed algorithm 
for predicting traffic state is shown in Figure 8. 
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Fig. 8  Proposed Prediction Algorithm 

 

III. RESULTS AND DISCUSSION 

A. Result 

1) Clustering Road Segment: In this study, the David 

Bouldin index is used to find optimal numbers of k. This index 

assesses the average maximum similarity within each cluster. 

A lower Davies-Bouldin Index (DBI) value indicates that the 

clustering outcomes exhibit proximity within individual 

clusters and greater separation between distinct clusters. In 

simpler terms, a smaller DBI suggests that items within the 

same group are closely related, while different groups are 

more distinctly separated. The comparison of DB scores in 

Road 158324, road 158715, road 158536, and Road 1589595 

is shown in Figure 9, and Table I. Figure 9 shows that using 

LBP with k-means has lower DBI than without LBP. Table II 

shows that combining LBP with k-Means filters more roads 

with a high relationship with the target road.  It shows that 

LBP with k-Means performs better in finding high 

relationship roads with target roads.

 
Fig. 9  Line chart of optimal k based on David Bouldin index using k-means, PCA k-means and LBP k-means 
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TABLE I 

COMPARISON OF DBINDEX VALUE BETWEEN METHODS 

Location k-Means PCA k-Means LBP k-Means 

158324 1.2 1.1 0.7 
158715 1.8 2.8 1.7 
158536 1.1 1.3 0.8 
158595 1.3 1.8 1.2 

TABLE II 

COMPARISON MEMBER OF SURROUNDING ROADS IN FOUR LOCATIONS 

Location k-Means PCA k-Means LBP k-Means 

158324 14 4 6 
158715 14 8 8 
158536 40 8 5 
158595 16 18 3 

2) Traffic Prediction: Table III shows the average 

accuracy of prediction results for all neighboring roads. It 

observes that the average accuracy of prediction utilizing LBP 

with k-means is better than without LBP.  

TABLE III 

ACCURACY OF PREDICTION OF TRAFFIC STATE USING SVM BASED ON THREE 

CLUSTERING METHODS 

Location k-Means PCA k-Means LBP k-Means 

158324 0.88 0.91 0.93 
158715 0.86 0.91 0.93 
158536 0.88 0.92 0.92 
158595 0.89 0.91 0.92 

B. Discussion 

In this research, our primary focus was identifying closely 

related roads within a neighboring region to predict traffic 

conditions. The findings underscore that applying LBP with 

k-Means consistently yielded superior results when 

investigating road relationships. DBI value confirmed that the 

LBP and K-Means combination effectively shows the lowest 
value than k-Means without LBP (PCA k-Means and k-Means 

only). This distinction is clearly illustrated in Figure 10, 

which provides a comparative overview of the three methods. 

Notably, predictions made using the K-Means with the LBP 

approach outperformed those based solely on the K-Means 

method. Furthermore, the combination of LBP with k-Means 

filtered more roads than without the LBP method, as shown 

in Figure 11.  

 

 
Fig. 10  Comparison of Average Prediction Accuracy based on three 

clustering algorithms 

 

Fig. 11  Comparison of the number of neighboring roads obtained from 

clustering 

IV. CONCLUSION 

Our primary objective was to enhance the clustering of 

road segments using the k-means algorithm to investigate the 

relationships between these segments. It's recognized that the 

traffic flow on one road can impact the traffic flow on 

surrounding roads. However, not all streets exert a significant 

influence on neighboring traffic conditions. Only those roads 

exhibiting a solid relationship with the target road will likely 
impact traffic flow in the surrounding area. This study 

employed LBP to extract relevant features related to traffic 

flow at specific times of the day. LBP is a widely accepted 

technique for feature extraction due to its effectiveness. 

Combining LBP with the k-means clustering approach 

improved the results in identifying roads with high 

relationships when using k-means clustering. Consequently, 

the traffic state predictions using SVM, LBP and the k-means 

method consistently outperformed predictions made using the 

PCA k-means and k-means only. Our experimental findings 

provide compelling evidence that implementing LBP 
significantly enhances the performance of road segment 

clustering through the k-means method.  
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