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Abstract— Diabetic retinopathy (DR) is a complex condition, and incorporating information from multiple sources, such as patient 

history, laboratory results, or genetic data, can enhance understanding. An ophthalmologist or an automated system can identify DR 

through manual examination. The automatic detection of diabetic retinopathy has become a preferred choice for patients and 

healthcare providers due to its cost-effectiveness and time efficiency. The novelty of this research lies in developing a model for 

predicting diabetic retinopathy using multimodal data fusion, incorporating fundus retinal images, optical coherence tomography 

(OCT), and electronic health records (EHR) through an early fusion technique implemented in a Long Short-Term Memory (LSTM) 

network. Our model, which utilizes an early fusion of multimodal data with Local Binary Pattern (LBP), has demonstrated the best 

performance, achieving an AUC value of 0.99. This high accuracy indicates that integrating information from various data sources can 

significantly improve the capability of the model in detecting both positive and negative cases of diabetic retinopathy, instilling 

confidence in the reliability of our findings. 
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I. INTRODUCTION

Various conditions and diseases can affect the retina, 
leading to vision problems. Examples include macular 
degeneration, diabetic retinopathy (DR), and retinal 
detachment [1]. Diabetic retinopathy (DR) arises as a 
complication of diabetes, impacting the blood vessels within 
the light-sensitive tissue located at the posterior part of the eye. 
It is a prevalent complication associated with diabetes and is 
a primary contributor to adult blindness [2]–[4] .The 
identification of DR can be accomplished through manual 
examination by an ophthalmologist or by utilizing an 
automated system [2], [4]. The ophthalmologist will begin by 
taking a detailed medical history, namely an electronic health 
record (EHR), including information about the patient's 
diabetes, overall health, and any existing eye conditions [5]. 
Subsequently, physicians interpret the features within retinal 
images to categorize cases of DR [6]. The impact of manual 
interpretation relies on the clinician's level of expertise and 

experience [7]. The automatic detection of diabetic 
retinopathy (DR) has become a preferred choice for patients 
and healthcare providers due to its cost-effectiveness and time 
efficiency [8]. 

Typically, DR detection using machine learning involves 
retinal image processing utilizing fundus image analysis [3], 
[9]–[11]. These images encompass the posterior segment of 
the eye, including the retina, optic disc, macula, and blood 
vessels. Additionally, 3D optical coherence tomography 
(OCT) and 3D OCT angiography have been employed for DR 
detection [12]–[15]. It captures volumetric data, facilitating a 
more comprehensive evaluation of retinal structures. Machine 
learning is also used for data analysis of electronic health 
records (EHRs) in DR detection [5]. DR detection methods 
are referred to as unimodal learning or single-modality 
learning. However, utilizing single-modality data for DR 
detection presents challenges: Diabetic retinopathy is a 
complex condition, and incorporating information from 
multiple sources, such as patient history, laboratory results, or 
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genetic data, can enhance understanding. Unimodal learning 
may overlook capturing these multimodal relationships.  

This research aims to improve the diagnostic accuracy of 
diabetic retinopathy (DR) by fusing retinal imaging datasets 
and electronic health records (EHR). Specifically, the retinal 
imaging used in this study includes fundus retinal images and 
optical coherence tomography (OCT). This study also 
employs EHR to predict DR. The aim is to identify the 
relationship between these three modalities in DR prediction. 
Multimodal learning is performed by fusing these three data 
modalities using a deep learning approach. Recent studies 
have applied convolutional neural networks (CNN) for image 
data modeling [7], [16]–[18], long short-term memory 
(LSTM) networks to address the vanishing or exploding 
gradient effect [19], [20], deep neural networks (DNN) for 
tasks such as classification and regression on static data like 
images, text, or other structured data [21], [22], and temporal 
neural networks (TNN) to handle temporal relationships in 
data, enabling the model to understand and leverage patterns 
in sequential data. 

This research models the prediction of diabetic retinopathy 
using multimodal data fusion of fundus retinal images, optical 
coherence tomography, and electronic health records, 
implemented with a fusion technique in LSTM networks. 

II. MATERIALS AND METHOD 

We utilized an open dataset of OCT from 
https://borealisdata.ca/dataset [23], fundus retinal images 
from an open dataset by Kaggle [24], and EHR from the open 
dataset by Dr. Yad. The OCT [25] data consists of 98 NoDR 
patients and 49 DR patients. The fundus dataset consists of 
245 DR cases and 286 NoDR cases. The EHR dataset 
comprises 426 entries, including 260 patients with diabetes 
mellitus without DR and 168 patients with diabetes mellitus 
with DR, with 31 features. For prediction, we assigned the 
label 0 to patients with DR and 1 to patients without DR. 
Figure 1 illustrates examples of normal eye conditions and 
DR conditions in fundus images and OCT images. 

 

a. Fundus : Normal b. Fundus with DR c. OCT : Normal d. OCT with DR

 
Fig. 1  Example of pairs of Fundus Retinal Images and OCT Retinal Images 

A. Preprocessing Data 

The research process involved several scenarios, as 
depicted in Figure 2. Data preprocessing was conducted 
through feature extraction on the image datasets, including 
fundus and OCT images. Feature extraction in this study is 
crucial because diabetic retinopathy (DR) is an eye condition 
caused by diabetes that can damage the retina's blood vessels, 
which can be observed through fundus or OCT images. In the 
fundus and OCT datasets, the texture of the retinal images can 
provide essential information about the structure and 
condition of the retina [26], [27]Several texture features may 
be important in detecting DR through fundus and OCT images, 
including microaneurysms, exudates, abnormal blood vessels, 
and structural damage. 

Feature extraction in this study employs the Local Binary 
Pattern (LBP) technique due to its efficacy in extracting 
texture features from images [28]–[34]. LBP works according 
to the following flows [35], [36]: 

a. Define a neighborhood: Select a pixel in the image as the 
central pixel and define a circular neighborhood around 
it. The most common neighborhood consists of 8 
surrounding pixels. 

b. Thresholding: Compare the intensity value of each 
neighbor with the intensity value of the central pixel. If 
the neighbor’s intensity is greater than or equal to the 
central pixel's intensity, assign a value of 1; otherwise, 
assign a value of 0. 

c. Binary Pattern: Arrange the binary values in a clockwise 
or counterclockwise order to form a binary number. 

d. Decimal Conversion: Convert the binary number to a 
decimal value. This value represents the LBP code for 
the central pixel. 

e. Histogram Generation: Repeat the above steps for all 
pixels in the image and generate a histogram of the LBP 
codes. This histogram serves as the image's texture 
descriptor. 

The feature extraction output is a feature vector, which is 
then concatenated with the EHR dataset. In our 
implementation, we augmented all modalities to enhance the 
diversity of the training data by creating variations of existing 
samples without introducing new labels. This was done to 
prevent overfitting and improve the model's generalization 
capabilities [17],[37]–[40]. Augmentation was also 
performed to standardize the dimensions of each modality to 
2000. The fused features will subsequently serve as the input 
data for the modeling phase, ultimately leading to the output 
of DR (Diabetic Retinopathy) detection. 

 

OCT images

EHR dataset

Extracted Features 

DR/

NoDR
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Fusion Operation
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Fused features

Purposed 
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Fig. 2  Proposed Pipeline Multimodal Data Fusion for DR Detection 

B. Proposed DL Model 

The fusion of multimodal data in the previous stage 
resulted in a fused dataset that will be modeled using deep 
learning (DL) for DR detection. In this study, the DL 
approach is Long Short-Term Memory (LSTM) with 
multimodal data input. 

The fusion of multimodal data in the previous stage 
resulted in a fused dataset that will be modeled using deep 
learning (DL) for DR detection. In this study, the DL 
approach used is Long Short-Term Memory (LSTM) with 
multimodal data input. LSTM consists of cells, each with 
three main gates: input gate, forget gate, and output gate. At 
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each time step �, the LSTM performs several operations to 
update the cell state and hidden state [41], [42]: 

a. Forget Gate Activation:

�� =  �(�	 . �ℎ�
�, ��� + �	 (1) 

Where �	  is the forget gate weight, �ℎ�
�, ���  is the 
concatenation of the previous hidden state and the current 
input, and �	 is the bias. 

b. Input Gate Activation:

�� = σ(�	 . �ℎ�
�, ��� + �� (2) 

Where �	 is the input gate weight and �� the bias. 
c. Candidate Cell State:

C�� = tanh(�� ⋅ �ℎ�
�, ��� + ��) (3) 

Where Wc is the weight for updating the cell state and bc 
is the bias. 

d. Cell State Update:

C� = f� ∗ %�
� + �� ∗ C�� (3) 

The cell state is updated by combining the previous cell 
state filtered by the forget gate and the candidate cell state 
filtered by the input gate. 

e. Output Gate Activation:

&� =  �(�'  . �ℎ�
�, ��� +  �') (4) 

Where �' is the output gate weight and �' is the bias. 
f. Hidden State Update:

ℎ� = &� ∗ tanh (%�) (5) 

The hidden state is updated using the value from the output 
gate and the transformed cell state by the �()ℎ function. 

The LSTM architecture, as shown in Figure 3, consists of 
several main layers that work together to process the input and 
generate the output. Here is a detailed explanation of each 
layer in the architecture; Input Layer consists of data from 

various modalities that have been fused. This data can be in 
text, images, or similar data combined into a single 
representation; LSTM Layer 1 comprises 50 LSTM units. 
LSTM (Long Short-Term Memory) is a neural network that 
handles sequential data by maintaining contextual 
information over long periods. This layer processes the input 
from the previous layer and generates output that will be 
passed to the next layer. The dropout layer prevents 
overfitting by setting a dropout rate of 20%. This means that 
during training, 20% of the units in this layer will be randomly 
deactivated for each forward pass, ensuring that the model 
does not become overly reliant on specific units and remains 
more generalized. LSTM Layer 2 also consists of 50 LSTM 
units, similar to the first LSTM layer. This layer processes the 
output from the dropout layer and sends the result to the next 
layer. Dense Layer Output has two output neurons with a 
SoftMax activation function. These two output neurons 
represent two classes: DR (e.g., disease detection) and NoDR 
(no disease detection). The output Layer consists of two labels 
DR and NoDR. This architecture is designed to process 
sequential data from various modalities through LSTM layers 
and then use dropout to prevent overfitting and classification. 

III. RESULT AND DISCUSSION

The model developed in this research was implemented 
using the Keras library on an NVIDIA GeForce RTX 3080. 
One of the key metrics used for model evaluation and 
classification is the confusion matrix, which is divided into 
four parts describing the predicted results against the actual 
results. The confusion matrix consists of four terms: True 
Positive (TP), True Negative (TN), False Positive (FP), and 
False Negative (FN) [43], [44].  

These metrics include accuracy, precision, recall (or 
sensitivity), specificity, and Area Under the Curve (AUC). 
These measurements provide a comprehensive understanding 
of the model's performance in different aspects of 
classification. 
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Fig. 3  Proposed Model 

A. Comparison of LSTM-Based Method with Unimodal

Data

Figures 4, 5, and 6 depict the training and validation during
unimodal images fundus, OCT, and EHR modeling using 
LSTM. Figure 4 shows the training and validation loss chat of 
Fundus Images with LBP using LSTM; at the start of training, 
the training and validation data loss values dropped 
significantly, indicating that the model learned well. After 
several epochs, the loss values in the training and validation 

data continue to decrease and stabilize, indicating that the 
model has reached convergence. There is no clear indication of 
overfitting because the validation loss value does not increase 
significantly. In the training and validation accuracy chart, at 
the beginning of training, the accuracy values on the training 
and validation data increase rapidly, indicating that the model 
learns quickly. After several epochs, the accuracy values on the 
training and validation data are stable and high, indicating that 
the model has good generalization ability. Accuracy values on 
training and validation data are relatively stable at around 85% 
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to 90%, indicating consistent performance. Overall, the model 
shows outstanding performance with low loss values and high 
accuracy on training and validation data. The model has good 
generalization ability, with validation accuracy almost 
equivalent to training accuracy.  

Figure 5 shows the training and validation loss chart of 
OCT Images with LBP using LSTM; at the start of training, 
the training and validation data loss values dropped 
significantly, indicating that the model learned well. After 
several epochs, the training and validation data loss values are 
stable and low, indicating that the model has reached 
convergence. At the end of the training, there was a slight 
increase in the validation loss value, which could indicate 
overfitting to the training data. At the training and validation 
accuracy chart, at the beginning of training, the accuracy 
values on the training and validation data increase rapidly, 
indicating that the model learns quickly. After several epochs, 
the accuracy values on the training and validation data are 
stable and high, indicating that the model has good 
generalization ability. The accuracy value of the training data 
is slightly higher than the validation data, but both remain stable 
at around 95% to 100%. Overall, the model performs 
excellently with low loss values and high accuracy on training 
and validation data. The model has good generalization ability, 
with validation accuracy almost equivalent to training accuracy. 

Figure 6 consists of two graphs that show changes in loss 
and accuracy values during training and validation of the 
LSTM model on the Unimodal EHR (Electronic Health 
Records) dataset. The chart above consists of two graphs that 
show changes in loss and accuracy values during training and 
validation of the LSTM model on the Unimodal EHR 
(Electronic Health Records) dataset. In the training and 
validation loss chart, at the start of training, the loss values on 
the training and validation data dropped significantly, 
indicating that the model was learning well. After around 20 
epochs, the loss values on the training and validation data 

continue to decrease, with the validation loss value being 
lower than the training loss value. 

In the training and validation accuracy chart, the accuracy 
values on the training and validation data increase at the 
beginning of training, indicating that the model learns quickly. 
The validation accuracy value reaches around 70% after several 
epochs and remains constant without fluctuation, indicating 
stability in the validation data. Overall, the model shows a 
sound reduction in loss and increased accuracy at the beginning 
of training. Still, there is a significant difference between the 
training and validation accuracy values. After several epochs, 
the model reaches stability at a validation accuracy value of 
around 70%. This graph shows that the LSTM model performs 
well on the Unimodal EHR dataset initially but may suffer from 
overfitting and stability issues on the training data. 

Figure 7 illustrates the training loss and accuracy during 
modeling multimodal images using LSTM. Training and 
Validation Loss chart at the start of training, the loss values on 
the training and validation data dropped significantly, 
indicating that the model learned well. After about 20 epochs, 
the training and validation data loss values are stable and low, 
indicating that the model has reached convergence. There are 
no clear indications of overfitting because the validation loss 
and training loss values remain balanced. Training and 
Validation Accuracy chart: at the beginning of training, the 
accuracy values on the training and validation data increase 
rapidly, indicating that the model learns quickly. After about 20 
epochs, the accuracy values on the training and validation data 
are stable and high, indicating that the model has good 
generalization ability. Accuracy values on training and 
validation data are relatively stable at around 90% to 100%, 
indicating consistent performance. Overall, the model performs 
well with low loss values and high accuracy on training and 
validation data. The model has good generalization ability, with 
validation accuracy almost equivalent to training accuracy. 

Fig. 4  Training and validation chart Fundus Images with LBP Using LSTM 

Fig. 5  Training and validation chart OCT Images with LBP Using LSTM 
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Fig. 6 Training and Validation chart EHR using LSTM 

Fig. 7  Multimodal Fusion training and validation Chart with LBP Using LSTM 

The comparison of unimodal images with multimodal 
images conducted in this study is illustrated in Figure 8. 
Unimodal Fundus + LBP performed well but lacked 
sensitivity compared to other methods with an AUC value of 
0.96. Unimodal OCT + LBP show excellent performance with 
a high sensitivity of 0.98, accuracy, and near-perfect AUC. 
Unimodal EHR showed lower performance than image-based 
methods, with the lowest sensitivity. Early Fusion with LBP 
performed best overall, especially for an AUC nearly perfect 
at 0.99. Combining information from multiple data sources 
provides excellent results. 

The multimodal data with the LBP method provides the 
best results in all evaluation metrics, indicating that 
combining data from various sources can improve model 
performance. Unimodal OCT + LBP also showed excellent 
performance, especially regarding sensitivity and AUC. 
Unimodal Fundus + LBP was good in accuracy and 
specificity but slightly inferior in sensitivity. Unimodal EHR 

performed the lowest among all methods, suggesting that 
image-based data may be more informative for this task than 
EHR data alone. Combining data from various sources with 
fusion multimodal data and LBP techniques for feature 
extraction is very effective in improving model performance 
in detecting health conditions. 

B. Comparison with Other Existing Multimodal Data Fusion

Research in DR

We compared the performance of multimodal data fusion
based on LSTM with similar studies that used different 
modalities and methods. Figure 9 illustrates this comparison, 
which shows the AUC (Area Under the Curve) values from 
various multimodal fusion studies alongside the current 
research. AUC measures a model's ability to distinguish 
between positive and negative classes, with a value of 1.0 
indicating perfect performance.  

Fig. 8  Performance comparison unimodal vs multimodal data in DR Detection 
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Table 1 compares various research studies on applying 
multimodal data fusion for diabetic retinopathy detection. It 
includes information on the publication year, datasets used, 
methods employed, fusion strategies, and each study's Area 
Under the Curve (AUC) performance metric. In 2023, Y. Li 
et al. utilized the Evired dataset, which includes HR-OCTA 
and UWF-OCTA images. They applied deep learning 
backbones such as ResNet, DenseNet, and EfficientNet, 
implementing early and late fusion strategies, achieving an 
AUC of 0.87. Hsu et al., in 2022, used fundus images and 
EHR information, combining CNN with Multilayer 
Perceptron (MLP) in an early fusion strategy, resulting in an 
AUC of 0.97. Similarly, El et al. 2023 worked with UWF-
CFP and OCTA datasets, employing CNN models (ResNet50 
and 3D-ResNet50), and achieved an AUC of 0.8175 with 
early fusion. 

In 2020, V. Tseng et al. used private fundus images and the 
Messidor-2 dataset, applying CNN models (Inception-v4 and 
DenseNet) in a two-stage fusion process involving both late 
fusion and early fusion strategies, achieving an AUC of 0.97 
using Messidor-2. The current research conducted in 2024 
utilized fundus images, OCT images, and EHR data, 
combining Local Binary Pattern (LBP) with Long Short-Term 
Memory (LSTM) in an early fusion strategy, achieving the 
highest AUC of 0.99. This table underscores the variety of 
datasets, methods, and fusion strategies used across different 
studies, highlighting the continuous advancements and 
diverse approaches in improving the accuracy of diabetic 
retinopathy detection through multimodal data fusion. The 
highest AUC achieved by the current research demonstrates 
the effectiveness of combining LBP and LSTM in an early 
fusion strategy. 

Fig. 9  AUC Comparison Chart 

TABLE I 
THE EXISTING METHOD OF MULTIMODAL FUSION IN DR 

Research 
Pub 

Year 
Dataset Method 

Fusion 

Strategy 
AUC 

Li et al. 
[45] 

2023 Evired: HR-
OCTA, 
UWF-
OCTA 

DL Backbone: 
ResNet, 
DenseNet and 
EfficientNet 

Early 
Fusion 
and Late 
Fusion 

AUC: 
0.87 

Hsu et al 
[46] 

2022 Fundus 
Images & 
EHR 
Information 

CNN + 
MLP 
(Multilayer 
Perceptron) 

Early 
Fusion 

AUC: 
0.97 

El et al. 
[47] 

2023 UWF-CFP 
and OCTA 

CNN 
(ResNet50 
and 3D-
ResNet50). 

Early 
Fusion  

AUC: 
0.8175 

Research 
Pub 

Year 
Dataset Method 

Fusion 

Strategy 
AUC 

Tseng et 
al [48] 

2020 Private 
Fundus 
images and 
Messidor-2  

CNN 
(Inception-
v4 and 
DensNet) 
Two-stages 
Fusion: 
CNN 
(RetinaNet, 
Inception-
v4) 

Late 
Fusion 
and Early 
Fusion 

AUC 
Using 
Messi
dor-2: 
0.97 

Current 
Research 

2024 Fundus 
Images, 
OCT Images 
& EHR 
Dataset 

LBP + 
LSTM 

Early 
Fusion 

AUC: 
0.99 

IV. CONCLUSIONS

This research demonstrates that the proposed model for DR 
detection using multimodal data fusion is a highly effective 
approach for enhancing the model's ability to distinguish 
between positive and negative classes. Integrating 
information from various data sources can significantly 
improve the accuracy and capability of the model in detecting 
both positive and negative cases. The ongoing research 
development aims to optimize data preprocessing to reduce 
the impact of the curse of dimensionality from multimodal 
fusion. Further applications of the developed model consider 
the potential to achieve DR detection with more optimal 
performance and processing time, such as developing 
modeling using multimodal fusion with joint fusion and late 
fusion techniques. This will allow the resulting model to make 
more optimal predictions and gain broader utility in DR 
detection.  
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