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Abstract—This paper presents the development, implementation, and evaluation of a Random Forest-based Social Lead Scoring Model 

to address key business challenges in lead generation, customer retention, and optimization of lead management processes. The main 

goal is to create a strong, data-driven tool to precisely estimate lead conversion probabilities to guide better marketing and sales strategy 

decision-making. The model uses social metrics and past lead data to estimate conversion probabilities for every lead. The Tkinter 

library created a user-friendly interface that allows straightforward usage for non-technical business professionals. This model includes 

two fundamental functions calculate_probability and predict_conversion– which offer practical and pragmatic insights.  During the 

development phase, a thorough cross-valuation was conducted by the model trained on a large dataset, including several lead 

characteristics, to decrease overfitting and improve the model's predictive performance. Thus, the model scored 89.46%, which is higher 

than that of conventional lead-scoring techniques. However, there is still room for development, specifically in enhancing its predictive 

power and reducing overfitting risks on different datasets, although this model has great accuracy. The results highlight the need for 

data-driven strategies in raising conversion rates and show the possibilities of machine learning in lead management optimization. 

Including extra data sources and investigating advanced technologies such as deep learning should be conducted by future studies to 

improve model performance further. The increased accuracy in predictive analytics will give companies a competitive edge in their 

operations.  
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I. INTRODUCTION

Lead generation and management are essential for 

organizational success in today's fast-paced corporate world. 

Since conventional approaches to lead scoring sometimes rely 
on subjective assessments and limited demographic 

information, it has brought about inefficiencies in resource 

allocation and missed income growth opportunities [1], [2], 

[3], [4]. To improve lead prioritizing and maximize marketing 

plans, companies that understand the importance of data-

driven approaches have started to look into machine learning 

(ML) methods [5], [6], [7]. The creation and assessment of

ML-based social lead scoring model that uses cutting-edge

algorithms to examine social media data and faithfully

forecast lead conversions are being investigated in this work

[8], [9]. This model intends to provide a complete solution for
companies by solving issues in lead generation, customer

retention, and lead management [10], [11].

This project wants to build a model considering several 

elements, including social media behavior, interests, and 

demographics, to properly forecast lead scores [12], [13], 

[14]. The accuracy and dependability of the model in leading 

conversion will be guaranteed by rigorous evaluation using 

suitable metrics—accuracy, precision, recall, and area under 
the receiver operating characteristic curve (AUC-ROC) 

analysis [15]. Creating an easy-to-use application helps the 

model be implemented and accessible to various companies 

and digital marketing agencies.  

The model provides various advantages and contributions. 

Companies not only easily find possible clients depending on 

their interests and behavior but also improve lead generation 

[16], [17], [18]. The problem of client retention is solved by 

spotting at-risk clients and supporting proactive policies 

meant to keep them [19], [20], [21]. Companies can now 

concentrate on high-quality leads and best utilize their 
resources [22], [23], [24] by simplifying lead management 

systems which guarantees consistent and accurate lead 

classification [25], [26]. Ultimately, accepting a data-driven 

approach helps companies acquire a competitive edge, enable 
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informed decisions, and maximize their marketing efficacy in 

the modern data-driven environment. 

Traditional approaches often result in inefficiencies based 

on manual, rule-based assessments [27]. Although ML 

presents interesting solutions, there is still uncertainty about 

the best ML methods and evaluation criteria. This review 

emphasizes social lead scoring and the Random Forest (RF) 

method and looks at the development of lead scoring. Though 

common, traditional approaches have subjective biases and 

scaling problems. By contrast, RF, an ensemble learning 
approach, has become popular for its adaptability and 

accuracy [28], [29].  

Evaluation criteria, including accuracy, precision, recall, 

and AUC-ROC curve analysis, provide a comprehensive 

understanding of model performance. Using ML methods, 

especially RF, has excellent potential to improve lead-scoring 

accuracy and efficiency in contemporary corporate 

operations. As shown in Table I, Benhaddou and Leray [30] 

have presented a lead-scoring model utilizing Bayesian 

networks (BNs), which are adept at managing uncertainty and 

drawing from expert knowledge. Employing techniques like 
parent divorce and NoisyOr, the model incorporates domain 

expertise while mitigating complexity. Parameter estimation 

utilizes elicitation, ranking, and analytic hierarchy process 

methods. Validation against available data shows promising 

precision and recall. Further enhancements are proposed, 

advocating expert interactions and a rapid, focused, and 

incremental learning approach to bolster accuracy and 

effectiveness. 

In 2020, Nygård and Mezei [31] conducted a model 

performance comparison involving logistic regression (LR), 

decision tree (DT), RF, and neural network (NN) models. The 
RF model emerged as the best performer with 69% accuracy, 

76% AUC, 69% sensitivity, and 69% specificity. Further 

analysis categorized data points based on purchase probability 

estimates from the RF model. Five groups were formed to 

examine activity levels across different purchase probability 

groups. This approach facilitates enhanced customer 

understanding and sales strategies, empowering sales teams to 

target leads more effectively  

This study examines how coupons, especially for bars and 

restaurants, might boost sales and inspire customer 

repurchases. The study gathers data using in-vehicle surveys 

and employs data mining classification methods to ascertain 
coupon acceptance by customers. J48, Random Tree, and 

Random Forest decision tree algorithms are compared to 

predict restaurant and bar coupon acceptance. Although 

slower to develop, Random Forest performs best with 77% 

accuracy. Thus, it is perfect for companies looking for more 

exact insights to maximize coupon distribution and increase 

customer involvement and sales [32]. 

Kumar and Hariharanath [33] have employed multiple 

regression analysis and the chi-square test to assess the 

relationship between implicit and explicit parameters and lead 

scores. Implicit parameters predict 85% of score variation, 
while explicit parameters predict 25%. All parameters 

demonstrate associations with lead categorization. The study 

aims to design a lead-scoring model for online education 

marketing that accurately reflects lead behavior and 

engagement. This model enhances lead qualification, 

increasing conversion chances by filtering out unqualified 

leads based on their scores [33]. 

Jadli et al. [34] developed a smart lead scoring system 

using ML algorithms, comparing RF and DT models. RF 

exhibits superior classification performance, while DT shows 

competitive results with shorter training times. Cross-

validation confirms that RF and DT consistently outperform 

other models in performance and stability. However, when 

execution time is considered, DT becomes more optimal than 

RF. This study offers insights into selecting the most suitable 
algorithm for lead-scoring systems based on performance and 

efficiency. 

In short, traditional lead scoring methods face 

inefficiencies due to manual, rule-based assessments, 

contrasting with the promising solutions offered by ML. 

Notably, RF and BNs have significant potential for enhancing 

accuracy and scalability. Studies emphasize the importance of 

selecting optimal algorithms, such as DT or RF, based on 

performance and efficiency. Adopting ML techniques holds 

immense promise for revolutionizing lead scoring in modern 

business practices. 

TABLE I 

COMPARISON OF LEAD SCORING MODELS FROM VARIOUS STUDIES 

Ref Method Main Findings Focus 

[30] BNs with 

NoisyOr 

Expert-based 

BNs. 

Expert involvement in 

BNs for lead scoring. 

[31] LR, DT, RF, 

NN 

comparison 

RF outperforms 

other models. 

Comparison of lead 

scoring models' 

performance. 

[32] J48, Random 

Tree, RF 

RF shows the 

best performance 

with an accuracy 

of 77%. 

Evaluating the 

effectiveness of in-

vehicle coupon 

recommendations. 

[33] Multiple 

regression, 

chi-square 

test 

Implicit 

parameters 

predict 85%, 

explicit 25% 

variation. 

Parameter-lead score 

relationship in the 

education market. 

[34] RF, DT 

comparison 

RF superior, DT 

shorter training. 

ML algorithms' 

performance 

comparison for lead 

scoring. 

II. MATERIALS AND METHOD 

A. Description of Dataset 

The Kaggle dataset, Lead Scoring Dataset, utilized for this 

study originates from X Education, an online education 

company. It contains information on leads generated through 
various marketing channels and contains 9240 entries. It 

encompasses 37 columns representing different attributes 

associated with each lead, as shown in Fig. 1 and Fig. 2.  

Key variables, such as Lead Origin and Lead Source, detail 

how leads were identified and acquired, alongside the crucial 

Converted indicator denoting successful conversions. 

Additionally, demographic data, including Country, City, 

occupation, and insights into preferences and website 

interactions, enrich the dataset. Lead Quality and Tags 

provide further context on lead characteristics. This 

comprehensive dataset facilitates the development of 
predictive models to assign lead scores, aligning with X 

Education's goal of improving conversion rates by prioritizing 

engagement with high-potential leads. 
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Fig. 1  DataFrame Overview of X Education from column 0 to 17 

 

 

Fig. 2  DataFrame Overview of X Education from columns 18 to 36 

B. Exploratory Data Analysis  

1) Duplication Check: A duplication check was 

conducted to verify the uniqueness of customer IDs (Prospect 

ID and Lead Number) and ensure data integrity. No duplicate 

values were found, affirming the integrity of the data, as 

shown in Fig. 3. 
 

 
Fig. 3  Checking for duplicates based on 'Prospect ID' and 'Lead Number' 

 

2) Data Cleaning: To address missing or irrelevant 

values, select values across columns were replaced with 

NULL values, as shown in Fig. 4. Unnecessary columns, 

which account for over 45% of the total, were dropped to 

streamline the dataset, as shown in Fig. 5. Imputation 

strategies were employed to handle missing values in 

categorical variables. For example, NULL values in City were 

replaced with the most frequently occurring city name, 

Mumbai, as shown in Fig. 6. 

 

 
Fig. 4  Converting 'Select' values to NaN 

 

 
Fig. 5  Dropping columns with over 45% missing values 

 

 

Fig. 6  Imputing missing values in the city column with Mumbai 

 

Exploratory data analysis on numerical variables was used 

to assess data distribution, detect outliers, and treat outliers to 

ensure data quality. Outliers in numerical features like 
TotalVisits and Page Views Per Visit were identified and 

capped to mitigate their impact on subsequent analyses, as 

shown in Fig. 7. These steps collectively ensured the dataset's 

readiness for further modeling and analysis. 

In Fig. 8, extreme values beyond the 1st and 99th 

percentiles have been excluded. This approach mitigates the 

influence of these extremes on statistical analyses and 

modeling. Consequently, the dataset's row count has dropped 

from 9103 to 9020 while the number of columns has stayed 

constant at 14. 
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Fig. 7  Boxplot Detection of Outliers in TotalVisits 

 

 
Fig. 8  Boxplot of TotalVisits after removing outliers 

C. Modelling 

1) Data Preparation: The modeling stage mostly 

concentrated on applying the RF algorithm for predictive 

modeling on the lead dataset [35]. Data preparation comprised 
the first steps in which dummy variables—shown in Fig. 9 

and Fig. 10—helpfully manage categorical data. The model 

might effectively capture categorical information through 

binary representations of categorical variables without adding 

ordinality or bias. This change enabled compatibility with 

numerical-input-requiring ML techniques. 
 

 
Fig. 9 Generating Dummy Variables: One-Hot Encoding Categorical 

Variables  

 

 
Fig. 10  Final Dataset with One-Hot Encoded Variables 

2) Hyperparameter Tuning for RandomForestClassifier: 

Following the first data preparation, predictive models 

were developed using a Random Forest Classifier (RFC). Our 

dataset found the RF model to be the best fit since it could 
handle categorical data and resist feature scaling. Later 

assessments using metrics including Root Mean Square Error 

(RMSE), Mean Absolute Error (MAE), R-squared (R²), and 

accuracy scores found the model's efficacy in spotting data 

correlations and generating accurate forecasts.  

Key hyperparameters, including n_estimators (number of 

trees), max_depth (maximum depth of trees), and 

min_samples_split (minimum samples required to split a 

node), were tuned to increase predictive accuracy and lower 

error rates. The data was split, with 70% used for training and 

30% for testing [36], [37]. Standardizing numerical features 
by feature scaling guarantees a constant scale over the dataset. 

We investigated the accuracy of our RFC across several 

values of n_estimators, max_depth, and min_samples_split 

using a validation curve analysis, as depicted in Fig. 11, Fig. 

12, and Fig. 13, so optimizing the performance of our RFC. 

This process sought to maximize classifier accuracy using an 

ideal balance free from overfitting or underfitting. We 

improved the model's predictive performance by determining 

the most sensible hyperparameter values. 

The RFC model (rfc2) was refined for best performance 

with designated parameter values. For a sizable collection of 

decision trees, n_estimators was set at 1000—a 
min_samples_split of 8 controlled overfitting by requiring a 

minimum number of samples in nodes. With max_depth at 15, 

the depth of decision trees was limited to manage complexity. 

Additionally, random_state was fixed at 0 for result 

reproducibility, as shown in Fig. 14. These choices aimed to 

balance model complexity and predictive accuracy, 

enhancing overall effectiveness. 

 
Fig. 11  Validation Curve for n_estimators 

 

Fig. 12  Validation Curve for max_depth 

2144



 
Fig. 13  Validation Curve for min_samples_split 

 

 
Fig. 14  Training Random Forest with Optimized Parameters 

3) Analysis: In Fig. 15, feature importance analysis 

provided insights into the significant predictors influencing 

lead conversion. By identifying and prioritizing influential 

features like Total Time Spent on the Website and other 

specific tags, the model could better understand customer 

behavior and preferences, leading to more accurate 

predictions. 

 

Fig. 15  Feature Importance Score on Dataset’s Variables 

 

 
Fig. 16  Informative Features with VIF Scores 

 

Additionally, Variance Inflation Factor (VIF) analysis was 
employed to address multicollinearity issues, ensuring the 

reliability of coefficient estimates in the regression model, as 

shown in Fig. 16 and Fig. 17. Predictions on both training and 

testing datasets demonstrated the model's high accuracy and 

performance in classifying leads into converted and 
unconverted categories. 

 
Fig. 17  Identifying Features for Removal with VIF scores > 5 

 

In short, the RF algorithm proved a powerful tool for 

predictive modeling in lead conversion analysis. Its ability to 

handle categorical data, feature scaling robustness, and 

hyperparameter tuning flexibility contributed to its success in 
accurately predicting lead outcomes. 

Our lead conversion prediction system incorporates two 

crucial functions, calculate_probability and 

predict_conversion, seamlessly integrated into a user-friendly 

interface using the Tkinter library. The 
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calculate_probability(user_input) function runs in Fig. 18 

under evaluation of the likelihood of lead conversion 

depending on user-provided input. It makes use of a 

dictionary, user input, with feature-value pairs. This function 

computes a weighted sum of particular features by using 

feature importance scores obtained from our ML model, so 

offering an estimate of the probability of lead conversion. 
 

Function 1:  Calculate Probability of Lead Conversion 
Function : calculate_probability(user_input) 
Input : user_input  
Output : Probability 
1. Initialize weighted_sum to 0 

2. For every feature, value pair found in user-input:  
Add the weighted sum by first computing the product of the 
feature value and its importance score. 

3. Calculate the return weighted sum as the lead conversion 
probability.  

Fig. 18  calculate_probability() in pseudocode 

 

Predict_conversion (), meanwhile, as shown in Fig. 19, 

Predict_conversion () coordinates the prediction process 

inside our Tkinter interface. It compiles user inputs, cleans 

them, and then uses calculate_probability to ascertain the 

conversion probability. This ability then produces practical 
suggestions depending on the likelihood of the outcome. It 

also shows prediction results, including conversion 

probability and recommendation, in a new Tkinter window, 

visualizing the relevance of particular features. 

 
Function 2: Predict Lead Conversion Rate and 
Recommendation 
Function: predict_conversion() 

Input: None 
Output: Tkinter window with prediction results and 
recommendations 
1. Get user inputs via the Tkinter interface for lead 

characteristics.  
2. Prepare the user inputs, such as a dictionary (user_input) 

with feature-value pairs results. 
3. Calculate the lead conversion probability using the 

calculate_probability(user_input) function. 
4. Generate recommendations based on the probability of the 

outcome 
5. Visualize feature importance scores and prediction results 

in a Tkinter window 
6. Display the prediction results, including conversion 

probability and recommendations, in the Tkinter window 

Fig. 19  predict_conversion() in pseudocode 

 

These functions are critical components of our lead 

conversion prediction system, empowering users with an 

interactive platform for inputting data, receiving predictions, 

and obtaining actionable insights. Their integration into a 

user-friendly Tkinter interface enhances usability and 

facilitates seamless interaction with our prediction model. 

III. RESULTS AND DISCUSSION 

The model's performance metrics, particularly in the 

training set, show that the model has learned the training data 

well and can make precise predictions. As shown in Table II, 

the accuracy of the train set is about 97.26%. However, a 

slight decline in these metrics on the test data, which is 

89.46%, signals a potential need for model refinement to 

enhance generalization.  
 

TABLE II 

COMPARISON OF TRAIN AND TEST SETS IN RF ALGORITHMS 

Dataset Accuracy Sensitivity Specificity 

Train 97.26% 93.67% 99.48% 

Test 89.46% 82.78% 93.38% 

 

Otherwise, the feature importance analysis sheds light on 

critical predictors, such as Tags_Will revert after reading the 

email and Total Time Spent on Website, underscoring their 

significant impact on lead conversion, as shown in Fig. 20. 

These results highlight how well the RF algorithm detects 

complicated relationships in the data and points up important 

elements causing lead conversions. 

 
Fig. 20  Feature Importance Score After Modelling 

 

The noted disparity in the RF model's performance on the 

test and training sets begs questions regarding possible 

overfitting. This discrepancy implies that the model might 

have become unduly sensitive to the subtleties of the training 

data, so restricting its capacity to extend to unspoken facts 
broadly. A few methods could solve this problem: 

investigating, including regularity, lowering model 

complexity, and obtaining more varied data. Modern methods 

for managing deviations, anomalies, selection techniques, or 

feature engineering can strengthen the model's generalizing 

and resilience powers. The RF model’s performance could be 

raised to guarantee dependability and accurate forecasts for 

practical situations when the model is improved, and possible 

overfitting resilience is tackled via several approaches.  

IV. CONCLUSION 

In conclusion, the creation and assessment of the RF-based 

Social Lead Scoring Model made a breakthrough in tackling 

important corporate concerns related to lead management, 

customer retention, and lead generation. Due to the project’s 

extraordinary accuracy score of 89.46% attained during a test 

of its capacity to estimate lead conversions precisely, this 

project is deemed successful. This level highlights the model's 

effectiveness in lead conversions and viable application in 

real-world scenarios.  
Although the model shows encouraging outcomes, it also 

emphasizes improving its functionality for practical uses. The 

obvious inconsistency in the model's performance during the 

test and training datasets raises the question of possible 

overfit. To solve this problem, future model versions can use 

techniques such as regularizing, lowering model complexity, 
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and obtaining more varied data. Hence, the robustness of the 

model and generalizing powers can be strengthened by 

sophisticated approaches for managing disparities or outliers 

and feature engineering or selection techniques. 

Companies will be provided with a competitive edge in 

their particular sectors as the knowledge provided by this 

project contributes to strategic decisions. ML methods, such 

as RF algorithms, let companies make data-driven choices, 

improving their lead generation, lead management, and 

customer retention processes [38], [39], [40]. Moreover, the 
evolution of intuitive interfaces, including those produced 

with the Tkinter library, guarantees that these realizations are 

easily reachable and applicable to interests all around the 

company.  

Predicting lead conversion probability uses a graphical user 

interface (GUI) shown in Fig. 21 and Fig. 22. Demonstrations, 

using sample inputs, confirm the system's functionality and 

provide forecasts derived from the given data. 

 

 
Fig. 21  User Interface 

 

 

Fig. 22  Results 

The RF-based Social Lead Scoring Model is very valuable 

for businesses as companies can use it to raise their lead 

conversion prediction capacity. By leveraging the predictive 

capability of ML, businesses can fully maximize their 

marketing plans, give top priority to high-quality leads, and 

finally stimulate income growth and profitability [41]. In 

terms of sustainable business models and innovation, this 

project paves the way for future developments in lead scoring 

and predictive analytics [42]. It highlights the significance of 

data-driven decision-making in contemporary corporate 

environments.  
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