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Abstract—As electric vehicles are popularized, the importance of the safety of electric vehicle batteries has increased. Lithium-ion 

batteries, which are mainly used as batteries for electric vehicles, have the possibility of fire due to thermal factors, collisions, and 

overcharging. Recently, to prevent overcharging, battery information is exchanged between electric vehicle chargers and electric vehicle 

battery management systems using PLC. HomePlug Green Phy(HPGP) is a communication method for Smart Grid applications and 

EVs among PLCs. HPGP uses 3072-OFDM, and the number of available carriers varies depending on the region. One PHY block is 

generated with several to dozens of OFDM symbols. Therefore, to guarantee a constant latency of the PHY transceiver, a high-speed 

transceiver that can process FEC within the required time is needed. In this paper, we propose a 4-parallel turbo decoder. By analyzing 

channel interleaver for HPGP, four turbo decoders can be processed simultaneously. Through analysis of the turbo 

interleaving/deinterleaving address, the turbo decoder shares the data memory of the channel deinterleaver. It reduces the 

interleaving/deinterleaving address memory size, thereby reducing the overall memory size. The proposed architecture was designed 

with Verilog, and its functions were verified using VCS/Verdi. The Kintex UltraScale Xcku11p-ffve1517-2-e was used as the target for 

implementation. The clock frequency is 125 MHz. After analyzing the overall architecture of HPGP FEC, the design was made 

considering the timing and interface with the pre/post blocks of the Encoder and Decoder, so it will be well used in the HPGP transceiver. 
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I. INTRODUCTION

Electric Vehicles (EV) have attracted attention as a 

countermeasure to reduce global warming and environmental 

pollution because they are higher energy efficiency and lower 

CO2 emissions compared to fossil fuel-powered vehicles [1]-
[4]. According to the IEA's Global Electric Vehicle Outlook 

2024, global electric vehicle sales reached approximately 14 

million in 2023, accounting for 18% of total vehicle sales, and 

cumulative EV sales reached about 40 million units [5]. Many 

countries are providing tax and subsidy benefits for EVs and 

are strengthening carbon emission regulations for internal 

combustion engine vehicles, so the transition to EVs is 

expected to continue [6]-[9]. However, access to electric 

vehicles is still an issue due to the lack of charging stations. 

Especially, the cost and limited lifespan of batteries, as well 

as fires due to their instability, are challenges that need to be 

addressed [10]-[12]. 
Lithium-ion batteries are widely used as batteries for EVs. 

However, they sometimes rise sharply in temperature and lead 

to fire due to internal and external thermal factors or 

chemical/physical collisions [13]-[15]. In addition, when 

overcharging is performed, the anode material and the 

cathode material can come into contact with each other due to 

damage to the anode-cathode separator, which can cause a 

simultaneous release of energy and a fire [16]-[18]. Recently, 

EV’s Battery Management Systems (BMS) that can prevent 

overcharging have been expanded [19]-[21]. In addition, by 

installing a modem in both EVs and chargers for EVs, the 
chargers can receive the charging state information of 

batteries from the BMS of EVs to prevent overcharging by the 

charger itself. Powerline communication (PLC) through a 

power supply cable is mainly used as communication between 

the chargers and the EVs [22]-[25]. 

Among PLC technologies, HomePlug Green PHY(HPGP) 

is a solution for smart grid applications and EVs [26]. HPGP 

is limited to three ROBust OFDM (ROBO)-Audio-Video 

(AV) modes among the physical layers of HPAV. It also 

supports only Quadrature Phase Shift Keying (QPSK), and 

rate 1/2 turbo convolutional coding [27]-[30]. 
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HPGP performs turbo coding, channel interleaving, and 

ROBO interleaving for forward error correction (FEC). It uses 

3072-FFT, of which 1155 carriers are used. Depending on the 

regulatory constraints of the region in use, it uses a minimum 

of 275 carriers and a maximum of 1155 carriers. Therefore, it 

is necessary to design FEC with a parallel structure to keep 

the latency of PHY constant regardless of tone masking [30]. 

This paper proposes a 4-parallel turbo decoder by analyzing 

its FEC algorithm. 

Turbo coding consists of turbo interleaving and two 
recursive systematic convolutional (RSC) encodings. When 

the turbo interleaving formula is simple or has a clear pattern, 

the interleaving/deinterleaving address is calculated in real 

time [31]. On the other hand, when the formula is complex, 

storing the interleaver formula's address value in memory is 

often used [32]. This manuscript used a structure that stores 

the interleaving/deinterleaving address in the LUT. At this 

time, the interleaving/deinterleaving address and data are 

rearranged to enable 4-parallel rsc decoding. This shows the 

results of shortening the operating time, reducing the size of 

the interleaving/deinterleaving address LUT, and increasing 
efficiency. 

II. MATERIALS AND METHOD 

A. HomePlug Green PHY 

Fig. 1 shows a block diagram of the transmitter and 

receiver for the HPGP physical layer. Though HPGP supports 

HomePlug 1.0.1 Frame Control (FC), HomePlug AV Frame 

Control, and HomePlug AV Payload, this paper designs 

HomePlug AV FC and HomePlug AV Payload as shown in 

Fig. 1. HomePlug AV FC is processed by turbo convolutional 
encoding, channel interleaving, and frequency diversity 

copying. HomePlug AV payload is processed by scrambling, 

turbo convolutional encoding, channel interleaving, and 

ROBO interleaving.  HPGP OFDM modulation consists of a 

mapper, which supports only QPSK, 3072-point Inverse Fast 

Fourier Transform (IFFT), cycle prefix and preamble 

insertion. 

 
Fig. 1  HPGP transceiver 

 

The receiver obtains data by reversing the transmitter's 

processing of FC and payload. FC and payload are processed 

with a 3072-point FFT. After the 384-point FFT, the preamble 

obtains information for FC and payload through an equalizer 

and demodulator. 
Turbo coding is applied to both the FC and the payload. In 

both cases, the encoding/decoding algorithm is the same, 

except for the information length. The information of the 

turbo encoder is the data transmitted from the MAC layer 

when it is FC, and the data passed through the scrambler when 

it is payload. Both data are 1-bit serial data. Therefore, since 

the data format and timing are the same, with only the 

information length being different, both FC and payload are 

processed with a single turbo encoder and turbo decoder. 

The output of the turbo encoder is transmitted to the 

channel interleaver. Channel interleaver divides the input data 

into four parts as shown in Figure 2. Then, when outputting 

the data, it takes one data from each of the four parts and 

makes the four data into one pair. Therefore, the channel 

interleaver outputs the data after receiving all the data from 

the turbo encoder. 

 
Fig. 2  The order of input and output of channel interleaver 

 

At the receiver, the output data of the channel deinterleaver 

is sent to the turbo decoder. Since the channel deinterleaver 

operates in reverse concerning the channel interleaver, the 

data to the channel deinterleaver is input simultaneously from 

four parts based on the data to be output. In other words, when 

the data reception of the first part is finished, the data 

reception of the fourth part is also finished at the same time. 

Therefore, in this paper, we propose and design a 4-parallel 

structure that processes turbo decoding for each of the four 

parts simultaneously by reflecting the characteristics of the 
channel deinterleaver. 

B. Turbo Encoding Algorithm 

The turbo encoder consists of two RSC encoders and a 

turbo interleaver. The RSC encoder generates parity data for 

the information data. The turbo interleaver is a block that 

changes the order of information data to generate two 

different parity data for the information data. Turbo coding is 

used for FC and payload. The physical blocks (PB) size 

processed by turbo coding is 16 bytes for FC and 136 bytes or 
520 bytes for payload. The interleaving method varies 

depending on the PB size. 

As shown in Fig. 3, the RSC encoder generates a 1-bit 

parity p for a 2-bit information {u1, u2}. The first input is u1, 

and the second input is u2. Since the parity bit is affected by 

the current 1-pair input and the previous 3-pair inputs, the 

encoder has a total of 8 states. The two RSC encoders each 

generate 1-bit parity for the 2-bit information. The code rate 

of puncturing is 1/2, and 2 bits are generated for 2-bit 

information. Therefore, the puncturing block is not necessary. 

 
Fig. 3  Block diagram of Recursive Systematic Convolutional Encoder 

 

A turbo encoder requires a turbo interleaver to rearrange 

the order of information data. The turbo interleaver 

interleaves the PBs in two-bit units instead of a single bit, 
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keeping the original bit pairs together. Equation 1 determines 

the output of the turbo interleaver using the parameters 

defined in Table 1 according to the PB size. 

���� = ���� 	
� �� − �� ��� �� ∗ � + �� 	
� � 

�
� � = 0, 1, … , �� − 1�  
(1) 

where div is integer division operation, mod is modulo 

operation. S(x) is seed table, N is seed table length, and L is 

interleaver length. The interleaver length is equal to the size 

of dual-bit block for PB Size, 64 (=16×8/2), 544 (=136×8/2), 
2080 (=520×8/2). Table 2 is the seed table when PB size is 16. 

The values of S(x) are determined for the remainders 0 to 7 

when divided by N=8 for interleaver length 64. 

TABLE I 

INTERLEAVER PARAMETERS 

PB Size 

(Octets) 
N Value M Value 

Interleaver 

Length L 

16 8 8 64 
136 34 16 544 
520 40 52 2080 

TABLE Ⅱ 

INTERLEAVER SEED TABLE FOR PB-16 OCTETS 

x 0 1 2 3 4 5 6 7 

S(x) 54 23 61 12 35 2 40 25 

 

Interleaved information bit pairs are swapped when 

interleaver’s output index x is even. Two RSC encoders each 

process the entire data twice. In the first pass, the initial state 

of the encoder is set to all zeros. After passing through the 
entire information blocks, the initial state of the second pass 

is set through the given matrix operation on the final state. 

The parity generated in the second pass is transmitted to the 

channel interleaver. 

C. Turbo Decoding Algorithm 

Fig. 4 shows a conceptual block diagram of the turbo 

decoder. RSC decoders 1 and 2 correspond to RSC encoders 

1 and 2. RSC decoding is based on soft output and uses the 
Maximum A-Posteriori (MAP) algorithm [33]. This paper 

uses Maximum Log-MAP to reduce the computational 

complexity [33], [34]. In soft output, the probability of the 

output data is calculated according to the Log Likelihood 

Ratios (LLR). The probability information calculated in RSC 

decoder 1 is transferred to RSC decoder 2 through the 

interleaver, and the probability information calculated in RSC 

decoder 2 is transferred to RSC decoder 1 through the 

deinterleaver. One decoder repeats the probability calculation 

using the probability information received from the other 

decoder, thereby increasing the accuracy of the probability of 

the decision of the received data. 
 

 
Fig. 4  Conceptual block diagram of the turbo decoder 

 

The HPGP RSC encoder generates 1-bit parity for 2-bit 

information data, so probability calculations for received data 

are processed in a 2-bit pair. The HPGP RSC encoder has 8 

states and forms a trellis diagram as shown in Fig. 5 according 

to the convolution relationship. In Fig. 5, s is a state. Alpha, 

beta, and gamma are forward recoverable variable, backward 

recoverable variable, and branch metric variable, respectively.  

 
Fig. 5  Trellis diagram for turbo decoding 

 
The gamma is computed as follows [35, 36] 
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where r, u, and p represent the received bit, the information 

bit, and parity bit, respectively, when transitioning from state 

s’ to state s. el represents the extrinsic LLR. 

The alpha and beta are computed as follows [35, 36] 
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a-posteriori LLR and extrinsic LLR are computed as follows. 
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D. Turbo Encoder Structure 

Fig. 6 shows a block diagram of a turbo encoder. It consists 

of a serial-to-parallel block, a turbo interleaver, two rsc blocks, 

and a controller. The serial-to-parallel block converts 1-bit 

data input into a 2-bit pair. 

 
Fig. 6  Block diagram of turbo encoder 
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RSC encoder 1 generates a parity bit p for the information 

data. RSC encoder 2 generates a parity bit q for the interleaved 

information data. The output of the turbo encoder is a 4-pair 

{u1, u2, p, q}. Therefore, RSC encoder 1 waits until the input 

data of encoder 2 is ready, that is, until the entire PB size 

information for turbo interleaving is input and then generates 

a parity bit at the same time. 

Fig. 7 shows a block diagram of turbo interleaver. Input 

information data is sequentially stored in memory in the form 

of 2-bit pairs. When the information is stored as much as the 
PB size, memory changes from write mode to read mode. Two 

read addresses are given for encoders 1 and 2, respectively. 

Since the data transmitted to encoder 1 is in the same order as 

the original data, read address 1 is designed as a counter that 

increases by 1 from 0. On the other hand, the data transmitted 

to encoder 2 is turbo interleaved data. Therefore, memory 

read address 2 is the value calculated by Equation (1). The 

interleaving address values of Equation (1) are stored in the 

look-up table (LUT). Since the address values of PB-16, 136, 

and 520 must be stored, the LUT stores (16 + 136 + 520) * 

8/2 = 2688 values and the stored values are 12 bits because it 
is 0 to 2080 (= 520 * 8/2) - 1. When read data 2 is an even 

number, 2-bit data are swapped and output. 

 

 
Fig. 7  Block diagram of the proposed turbo interleaver 

E. Turbo Decoder Structure 

Fig. 8 shows a proposed turbo decoder block diagram. 

There are 4 decoder blocks for 4-parallel processing and 2 

memories for extrinsic LLRs. The input data {r1, r2, rp, rq } of 
the turbo decoder is in the memory of the channel 

deinterleaver. For 4-parallel processing, 4 pairs of data are 

stored at one address in memory. 

 

 
Fig. 8  Block diagram of the proposed turbo decoder 

Turbo decoder performs rsc decoding 1 and 2 in turn and 

repeats this process 4-8 times. In this design, rsc decoder 1 

and 2 were not designed separately as shown in Fig. 8, but 

input and output data were selected for one rsc decoder to 

perform both decodings. In the first decoding of a process, 

sel_mode is 0, and in the second decoding, sel_mode is 1. 

While sel_mode = 0, the original data {r1, r2} and the parity 

bit rp of the original data are used, so the address addr_c, 

which sequentially increases based on the counter is given as 

the read address for the information and parity data memory 
of the Channel deinterleaver. The read data is distributed to 

decoder 0, 1, 2, and 3 through the swap process. The swap 

algorithm will be explained in detail when explaining turbo 

interleaver/deinterleaver. Extrinsic LLRs stored in ext. 

memory are deinterleaved and then distributed to the decoders 

through the swap process. 

The extrinsic LLRs generated by the RSC decoder during 

sel_mode = 0 are values to be used during the other mode, i.e., 

sel_mode = 1, so they are stored in ext.' memory. At this time, 

ext LLRs calculated by decoder 0, 1, 2, and 3 are concatenated 

and stored in one memory address in the ext.' memory. 
While sel_mode = 1, interleaved data {r1', r2'}and parity bit 

rq of interleaved data are used. In the information memory of 

the channel deinterleaver, interleaving address addr_i is given 

as a read address, and the read data is distributed to decoder 

0, 1, 2, and 3 through the swap process according to swap_i. 

In the parity memory, address addr_c, which increases 

sequentially based on the counter, is given as a read address, 

and is distributed to decoder 0, 1, 2, and 3 through the swap 

process according to swap_c. Extrinsic LLRs stored in ext.' 

memory are interleaved and then distributed to the decoder 

through the swap process. 
The extrinsic LLRs generated by the RSC decoder during 

sel_mode = 1 are  values to be used during sel_mode = 0, so 

they are stored in ext. memory. At this time, the ext LLRs 

calculated in decoder 0, 1, 2, and 3 are concatenated and 

stored in one memory address in ext memory. 

As in the turbo encoder, the interleaving and de-

interleaving address values are stored in the LUT. In order to 

process turbo decoding in 4-parallels, unlike the encoder 

interleaver, 4 data must be accessed at a time. 

Considering the logical data order stored in the channel 

deinterleaver, we analyzed the address values stored in the 

LUT of the turbo interleaver and deinterleaver. When the 
address values are divided into four parts according to the PB 

size, it was confirmed that there are some rules between the 

data addresses that must be transmitted to each RSC decoder. 

For example, Fig. 9 shows the relationship between the value 

of the interleaving address and the RSC decoder when the PB 

size is 16 bytes. The horizontal lines are the address values of 

the data that must be input for one RSC decoder. For RSC 

decoding, data at address 54, 23, and 61 must be input in order 

to RSC decoder 0. Similarly, data at address 38, 7, and 45 

must be input in order to RSC decoder 1. The vertical columns 

are the address values of the data that must be read 
simultaneously. That is, data at addresses 54, 38, 22, and 6 

must be read simultaneously and input to each RSC decoder, 

and then data at addresses 23, 7, 55, and 39 must be read 

simultaneously. 
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Fig. 9  Relationship between the value of the interleaving address and the 

RSC decoder 
 

When the interleaving address value for PB 16 is divided 

by 16, the quotient and remainder of 16 (= (Interleaver length 
64)/4) are organized as shown in Fig. 10. The remainders for 

one column are all the same and only the quotient is different. 

Since channel deinterleaver operates the inverse of the 

channel interleaver, it receives, and stores four data separated 

by 16 intervals at the same time.  In other words, four data 

with the same remainder are received at the same time. 

Therefore, in this design, four data are stored in one memory 

address. At this time, the data of the first row was assigned to 

the MSB, and the data of the fourth row was assigned to the 

LSB. In our design, the soft data output is 4 bits. Since 4 pairs 

of {r1, r2, rp, rq} are stored, the total word length of the memory 
is 64 (=4×4×4) bits. That is, when the interleaving address 

value is divided by 16, the remainder is the address of the data 

memory, and the quotient is the location of the 16-bit data to 

be selected from the 60-bit read data. 

 

 
Fig. 10  Quotient and remainder of 16 of the interleaving address values 
 

Since the memory addresses of the four data to be read 

simultaneously are the same, the number of address values 

stored in the LUT is reduced from 4 to 1. Instead, 8 bits 

indicating the bit position are added. The address value is 

reduced from 12 bits to 10 bits, and the overall memory size 

is reduced from (12×4) × (2^12) to (10+8) × (2^10) bits. The 

values stored in the LUT are in the form of Fig. 11. The LUT 
stores the address (addr_i) of the data to be read and the 

position of the bit in the data (swap_i). For example, when it 

is PB16, the first interleaving data is stored at address 6 (the 

remainder is 6). Then, the data bits are divided and distributed 

to the RSC decoder according to the quotient. In interleaving 

of the first data, the data to be transmitted to RSC decoder 0 

is stored in the location where the quotient is 3, so it is the 

lowest 16 bits (bit 15-0) of the data read from address 6. The 

upper 16 bits (bits 31-16) are passed to RSC decoder 1, bits 

47-32 to RSC decoder 2, and the most significant 63-48 bits 

are passed to RSC decoder 3. The second interleaved data is 
read from address 7, bits 15-0 are passed to RSC decoder 2, 

bits 32-16 are passed to RSC decoder 3, bits 47-32 are passed 

to RSC decoder 0, and the most significant 63-48 bits are 

passed to RSC decoder 1. 

 

 
Fig. 11  Format of values stored in the LUT 

 

When interleaving, data is swapped when the address of the 

LUT is even. On the other hand, when deinterleaving, data is 

swapped when the address stored in the LUT is even. The 

rules regarding the interleaving address and data location 

mentioned appear the same in the interleaver/deinterleaver of 

PB-16, 136, and 520. Fig. 12 shows a block diagram of the 

RSC decoder. It consists of cal_gamma, cal_alpha, cal_beta, 

cal_extP, cal_controller, and hard decision blocks. Gamma 

and alpha are calculated in the order of data input, but beta 

must be calculated backward, so memory for storing gamma 

and alpha values is added. 

 
Fig. 12  Block diagram of the RSC decoder 

 

The RSC encoder has eight states and processes in a 2-bit 

pair, which makes four combinations {002, 012, 102, 112}, so 

gamma must be calculated for a total of 32 cases each for all 

input data. However, as a result of analyzing the trellis 

diagram for HPGP RSC decoding in Fig. 5, input 

combinations available in even and odd states are 

distinguished. So only four available inputs in two states, that 

is, a total of eight gamma values, need to be calculated. 

Therefore, the computational logic and memory capacity are 
reduced. 

Similarly, when calculating a-posteriori LLR, we need to 

find the maximum value among a-posteriori LLRs for (u1, u2) 

for each state. Since gamma included in the a-posteriori LLR 

of Equation 6 has the same value, we can find the maximum 

value among the values not included in gamma. The hardware 

size and time are reduced. 

Alpha and beta are also calculated as much as the data 

length. Unlike gamma, alpha and beta continue to increase in 

value as gamma is added to the previously calculated alpha 

and beta as shown in Equations (3) and (4). However, alpha 

and beta compare the values for 8 states for one input data and 
leave the maximum value. In other words, relative values are 

meaningful, not absolute values. Therefore, for hardware 

implementation, alpha and beta for 8 states are calculated for 

each input data, and then the minimum value among them is 

subtracted from the 8 alpha and beta values, leaving only the 

minimum value that can be compared for 8 states. The values 

of alpha and beta are designed to not increase continuously 

but remain at a certain level. 

When making a hard decision, the final calculated 

probability value is used to select the most probable one 

among the four input cases for each data. Since it is 
determined by a 2-bit pair, 1 bit is output in order through 2-

bit parallel to serial. 

III. RESULTS AND DISCUSSION 

The proposed turbo encoder and decoder for HPGP were 

designed in Verilog-HDL, simulated in VCS/Verdi, and 

verified in FPGA. Fig. 13 shows the simulation results of the 

turbo encoder in Verdi. 1-bit data is inputted continuously to 

the turbo encoder. 2-bit data is outputted once every two 
clocks through the serial-to-parallel module and stored in the 
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memory. After the input data is fully stored, the data is 

transmitted to RSC encoders 1 and 2. At this time, data in the 

same order as the input data is inputted to RSC encoder 1, and 

interleaved data is inputted to RSC encoder 2. The 2-bit data 

is inputted to the encoder. RSC encoding is repeated twice, 

and the second result, information u1, u2 and parity p, q, are 

outputted as the final output. 

 

 
Fig. 13  Simulation results of turbo encoder in Verdi 

 

Fig. 14 shows the simulation results of the turbo decoder in 

Verdi. In this result, turbo decoding is set to repeat twice (the 

1st turbo decoding and the 2nd turbo decoding). There are 4 

RSC decoders according to the 4-Parallel structure, and data 

is input to each simultaneously. One turbo decoding must do 

RSC decoding twice (decoding 1 and decoding 2).  

 

 
Fig. 14  Simulation results of turbo decoder in Verdi 

 

In each decoding operation, gamma and alpha are 

calculated during the forward section (A) when data is input. 

While calculating beta during the backward section (B), the 

extrinsic LLR value is calculated and stored (C). While 

calculating gamma, the extrinsic LLR value calculated in the 

previous decoding must be read. Since there is no previously 

calculated value in the first decoding, the extrinsic value is 

read from the 2nd decoding during the 1st turbo decoding (D, 
E). During decoding 2, interleaving must be performed when 

reading data u1, u2 (F), and during decoding 1, previously 

stored extrinsic LLR values must be deinterleaved (G). After 

two turbo decoding, the final data (H) of the turbo decoder is 

output. Looking at the time interval, it can be seen that it is 8 

times the decoding input time. This is because the RSC 

decoder was operated in 4-parallel, and during decoding, 2-

bit was processed as one pair. 

Table 3 is the summary of FPGA device utilization. The 

proposed turbo encoder and decoder was implemented 

targeting Kintex UltraScale Xcku11p-ffve1517-2-e using 

Vivado 19.2. The clock frequency is 125 MHz. Since the 

information data in turbo encoder was stored in flipflops 

instead of memory, CLB Registers and CLB LUTs were used 

instead of BlockRAM. 

TABLE Ⅲ 

SUMMARY OF FPGA DEVICE UTILIZATION 

Resource 
Utilization 

Encoder Decoder 

CLB LUTs 6709 5424 
CLB Registers 4372 1014 

Carry8 0 451 

F7 Muxes 1311 33 
Block RAM Tile 0 37.5 

 

The designed turbo encoder and turbo decoder operate 

correctly for all cases of PB16, 136, and 520, and the Turbo 

decoder uses a 4-parallel structure to shorten the decoding 
time. After analyzing the entire structure of HPGP FEC, it was 

designed by considering the timing and interface with the 

pre/post blocks of the Encoder and Decoder, so it will be well 

used in the HPGP transceiver. 

IV. CONCLUSION 

In this paper, we design a turbo encoder and decoder for 

HPGP. HPGP uses OFDM and the number of carriers used 

varies from 275 carriers to a maximum of 1155 carries 
depending on the usage area. So high-speed parallel 

processing is required to maintain a certain latency. We 

analyzed the FEC algorithm of HPGP and proposed a 4-

parallel turbo decoder structure. By analyzing the address 

values of turbo interleaver and deinterleaver, we enabled 

simultaneous processing of four decoders. In addition, we 

reduced the area by eliminating redundant gamma and 

extrinsic LLR calculations in decoding through analysis of the 

trellis diagram of encoding. After designing the turbo encoder 

and decoder in Verilog HDL according to the proposed 

structure, we verified its function through simulation in 

VCS/Verdi environment. When synthesized with Kintex 
UltraScale Xcku11p-ffve1517-2-e target using Vivado 19.2, 

the clock frequency is 125 MHz. It was confirmed that the 

designed turbo encoder and decoder operate correctly for all 

cases of PB16, 136, and 520. 
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