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Abstract— Malware can be defined as malicious software that infiltrates a network and computer host in a variety of ways, from
software flaws to social engineering. Due to the polymorphic and stealth nature of malware attacks, a signature-based analysis that is
done statically is no longer sufficient to solve such a problem. Therefore, a behavioral or anomalous analysis will provide a more
dynamic approach for the solution. However, recent studies have shown that current behavioral methods at the network-level have
several issues such as the inability to predict zero-day attacks, high-level assumptions, non-inferential analysis and performance
issues. Other than performance issues, this study has identified common scientific characteristics which are reduced paramétand

lack of priori information p(#) that causes the problems. Previous methods were proposed to address the problem, however, were still
unable to resolve the stated scientific hitches. Due to the shortcomings, the Bayesian Network in terms of its probabilistic modeling
would be the best method to deal with the stated scientific glitches which also have been proven in the area of Clinical Expert Systems,
Artificial Intelligence, and Pattern Recognition. This study will critically review the predictive analytic applications of Bayesian
Network model in different research domain such as Clinical Expert Systems, Atrtificial Intelligence, and Pattern Recognition and
discover any potential approach available in the domain of Computer Networks. Based on the review, this paper has identified several
Bayesian Network properties which have been used to overcome the abovementioned problems. Those properties will be applied in
future studies to model the Behavioral Malware Predictive Analytics.

Keywords— malware analysis; behavioural analysis; Bayesian Network

consuming of logic and algorithm have contributed to the
I. INTRODUCTION performance issues.
Recent studies have shown that current behavioural, This research is intended to further expound on the three

methods at the network-level have several issues such as thg>4€S O_f inability to predlct _zero-day_ attacks, h_|gh-level

inability to predict zero-day attacks, high-level assumptions, assumptions, _and_non-mferentlal analysis _by focusing on t_he

non-inferential analysis and performance issues [1]. specific techmc_al issues and the sh_ortcommgs of_ the e>_<|st|ng
The reduction of millions of features, disregarded proposed soIL_Jtlon. The research will Ieavg Fhe discussion on

parameters, removed similarities of most of the traffic flows performance ISSues on thg different specific reseqrch paper

to reduce information noise, limited number of features and 25 it is essential t,o. cons@er_that perfor_mance is closely

ignores instances which are not entity are amongst otherd€lated to protocols’ issues in d|ﬁereqt environments such as

have been identified as the main issues contributing to the PP and TC_P [2] and performance dlﬁgrentlals are accessed

inability to predict zero-day attacks. Meanwhile, the through varying network load and mobility [3].

assumed suspicious connection to be larger, longer and

seldom larger, high-level features of the size of infected, IIl. ' MATERIALS AND METHODS

recovered or removed hosts, assumption on neighbour state Based on the above-mentioned issues, those problems

or user activity, assumption on malware messages' featuresould be further grouped into their mutually shared scientific

have contributed to the issue of high-level assumption, characteristics or common criteria which are summarized in

notwithstanding the issue of data frequency, ratio, min andthe following points:

median threshold value, and percentages are attributed to o

describe the descriptive analysis on the collection of main”- €ommon Criteria

features which have contributed to the issue of non- 1)Reduced Parameters; Numerical characteristic of a
inferential analysis and finally excessively detailed features, population is often denoted by paramefeand numerical
too many modelled parameters, rule-based, resourcedescription of a subset is denoted by y which both is
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uncertain before a dataset is obtained and the level of 2) Lack of Priori, p@): Prior distribution p§) describes
uncertainty decreases once the dataset is identified. Giverour belief thab represents the true population characteristics
spaceO is the set of possible parameter valagthuso € © [5]. As shown in Fig. 2For instance, research in Wen, S et
[4] so that the product of all possible outcomes of parameteral. [12] applied state transition which usually depends only
© and unknown parameters X becom@sdenotes the on the current state to determine the outcome of the next
universal,Q=X. © [5] thus it is important to obtain as many state and does not take into consideration the outcome of the
information about the parameters as possible to deriveprevious state [13].

informative results.

Q = X . o
This setis
discarded/reduced
ean
01 92 o gn eal 9a2 . Qan \ | | |
A A
0 0
Fig. 1 Reduced parameters explained in diagram p( n ) p( an )

As illustrated in Fig. 1 above, conceptually, these are the Fig. 2 Lack of priori explained in diagram

building block of a universal s€t which is the outcomes of o o ) _
all possible parameters and the unknown parameters. Given This is not the case with intrusion and malware detection,

O is the space of all possible parameter vatuetered € O. whereby any of the previous states or transactions is taken
In the diagram, there are two sets of parameteend 6. into account. In state transition, Markovian chains, for
These sets are the element of the parameter spalfdet example, every new stage or the outcome at any stage is

say a method is used to reduce or discard each of thealled current state. For example, give the following
parameters set, it will limit the parameter information which transition:
could be used to drawn further conclusions or the inability to

predict unknown (zero days) attacks. This problem could be Pij = P(Xis1=] | X =1)

solved through prior information. P | %o =1) (2)
Rahbarinia, B et al. [6] used pruning rules, for instance, a

query rule of< 5 domains, queries 99.99 percentile, The transition shows above only depends only on going

population, query 1/3 6,,meanwhile hereby Zaman, M et al. one step ahead. It is alwa)¥s=i = 0 andX.; =] = 1, where

[7] applied whenever there issuch that; <t & t+1 >t and the state will go from 0 to 1. This will not describe the

thei is the single parametérof the extraction feature dittp characteristic of prior knowledge of any event. The limited

which both approaches are limiting the adequate featurePriori leads to limited conclusion to be drawn.
information. Edem and Feizollah [8, 9] used the K-mean as  Ahmad, Xue and Arora [14]-{16] used ratio, percentage,
the method to reduced noise in feature information as forfrequency, average distribution to represent the collection of

instance suppose there are two instancesMofand N information of the main features in data collection without

attributed to the coordinated of two parameter¥;0andY; determining inferential or in-depth analysis thu_s lack of prior
in an initial centroid value o€, and C,. The distance is  knowledge,p(#) [17]. In the future, this ratio could be
calculated using Euclidean distanBeas below applied with additional traffic ratio between application

layer protocols with further refinement and representation

D=\/i=12nj=1ZnIIXa—Xg||2+|Iyi—y,~ I (1) through Poisson distribution model to enable the

generalisation of traffic behaviours throughout the research

The process is repeated a¥gand Y; will be grouped ~ domain [14]. . _
again into similar groups based on the new minimum  Xue, et al. [15] assumed the suspicious connection
distance to the centroid. This clustering technique tends todenoted bySPto be larger and of longer duration, which led
ignore the instances that are not the entity of any of theto the conclusion that whenever a connection packet is more
formed clusters thus reduce the paramétarformation. than or equal to tenp>10, and the duration exceeds 10

Studies from Zaman, Edem and Feizollah [7]-[9] also Minutes, that connection is considered malicious. This could
reveal that pre\/ious methods and current behavioura|be true in some instances; hOWGVGI’, detailed experimental
research are highly dependent on instances or sign to feedata should be provided to support such an argument. Prior
into the feature selection process. Meanwhile, Villalba and information is formed using probabilities.
O'kane [10], [11] usedh-gram of the givenn size of Another example of is the study of Wen, S et al. [12],
instructionsp=Iy, l,...1,. and, from a N=2 program structure Who assumed that the state of neighbouring nodes is
that composed of two opcodes of one or more operands, théhdependent and that neighbouring nodes are in the same
Operands are then discarded left on|y the set of Opcod:es of broadcast domain, although in the real production network
p=04, 0,... O, This discarded step will reduce the parameters.
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they are not necessarily in the same collision domain. Thisbased, Set-Function, Longest Common Sequence, K-Mean
assumption shows it lack pfiori information. Clustering, Relationship Functions and open source which
In a volatile or in a critical infrastructure network generally categorised as machine learning, statistical and
environment such as in energy industry, the lack or prior tool based analysis method. Feature selection and evaluation
information could cause catastrophic false alarm astechnique in host and network level are also summarized in
happened in the history of Iranian nuclear plant and in Saudithis paper. Overall in this paper, the epistemological aspect
Aramco oil and gas plant. of this research domain is underlined and introduced to the
research community with the formation of general malware

. . . L . analysis research framework and a few useful tables that
shows the logical relationship between highlighted issues : . . .
tabulate information with regards to methods previously

and the common criteria of the scientific hitches mentioned . .
used in system and network level malware analysis,

In sqbsectlon A and_ B. __Reduced parameter has beer'{abulation of feature selection and evaluation techniques.
identified causes the inability to predict zero-day attacks This paper established the trending area in this research

m_alr_lly _because answers O.f the uncer'galnty of any domain which is the behavioural based method which could
distributions or data observations are obtained from hOWdrive a future researcher to look into this area of studies

T e ot of lomaton contained W ne 4415 aper vusor, .. et o (1] meaie furter cetis
ven po ula'tion or spad@ of which often sianifies a8 ¢ © out the nomenclature of behavioural analysis methods
?4] This 1 the building block of the whole universal gt Specifically in the area of computer networks. As a
tths obtainin thegmaximum amount  of  parameter continuation of paper [37], it is further confirmed that
. otaining : . P signature-based analysis that is done statically is no longer
information is a paramount task for which failure will lead to i -

. - . . sufficient to solve malicious attacks problem, therefore, a
false alarm and incapability of interpreting future attacks. . . . .

behavioural or anomalous analysis will provide a more

dynamic approach for the solution. This paper has critically

and intensively reviewed more literature especially in the

area of behavioural malware analysis studies in the computer
networks. It reveals a few shortcomings of previous analysis
methods and established a discussion on why Bayesian
Network is preferably the best method to cope with the

stated problems.

In parallel to that, this paper is designed to introduce the
readers to some of the important interdisciplinary topics
surround Bayesian Network method more specifically in the
area of Clinical Expert Systems, Atrtificial Intelligence, and
Pattern Recognition.

Since the malware analysis in computer networks, in

Fig. 3 Logical relationship between issues and common criteria general, are less studied due to the lack of leveraging
behaviour of the malware attack in the network environment

Meanwhile, lack ofpriori information causes the high- as mentioned by Nari et al. [38], this paper realised that
level assumptions and non-inferential analysis. Prior behavioural analysis research in network level is still a new
distribution p(¢) describes the preceding scientific belief domain which applies approaches that might have simple
system thad represents the true population characteristics [5]knowledge based or statistical approach used to address the
and this gives some sort of probability function which could scientific hitches, due to that this paper discussed some
establish the randomness or uncertainty associated with th@ophisticated statistical approach that suits in complexes and
parametef which in turn determine not necessarily the total Volatile environment and proven across different disciplines.
outcome but also the consequences of the experiment [18]B. Related Method

This could be done by determining the probability function ]
of the parameter at certain values. By contrast, high-level A few methods have been introduced to resolve problems

through such discipline because of the descriptive nature offrévious discussion. The solution is basically coming from
its analysis where it just represents the collection of the current trends in malware analysis method which has

information of the main features in data collection without Peen identified as in the class of probability theorem, fuzzy,
determining inferential or in-depth analysis [17]. statistical analy_sls and _cIl_Jsterlng [1]. The sol_qhons are rule-
Before going any further, some introduction of the base_zd, correlation statistics and state-transition of Markov
background studies of this research is explained here. Thigchain.
paper is the continuation of a few published papers on 1) Method Overcomes Reduced Parameger®ne of the
behavioural analysis which is focusing more on network \ye|i-known methods for knowledge manipulation and
level analysis. Paper Yusof et al [37] discusses an overviewkmv\”e(jge representation was a rule-based system which
of functionality of malware gnalysis s_tudies of system _and has been applied by Zaman and Petel [7], [19] in the form of
network Ieve_l from various Ilter_ature in terms of tgchnlcal R,: if 6, thenf, where theh, statement of consequence can
aspects of signature and behavioural based analysis methodse getermined with level of certainty whenedestatement
which includes Support Vector Machine, Poisson, Rule- of condition is observed. Let another rule conditions that R

3) Liaison between Issues and Common Criterldg. 3

p
Inability to predict zero

days attac

High-level assumptions

.

-
Non-inferential

analysit
L
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if 6, then 6; where 03 statement represents the forward
chaining factor which involves the rules of, Rnd R
immediately after xis established in the chain.

Note that such rules are unbalanced or asymmetric in the
sense that the statement of condition and the statement of

consequence are not interchangeable (switchable), such that
by observing the statement of consequence does not allow u
to conclude the statement of the condition [20]. Say, some

eventm is known to cause the effect in evantand the

relationship of both ever.]ts ar_e known to be deterministic. Fig. 4 Correlation between smoking,and bronchitis, B and the hidden
Hence, the causal relationship betwemnand n can be parameterg

formulated as a rule such that fifthenn” rather than “ifn

thennr _ _ In a randomized experiment, it is a practice that
Rule-based system ignores some mechanisms or causgjnenever there is a possibility of unknown hidden
parameter of "causal direction” which makes this method is parameters, it is necessary to separate the “cause” in order to
assured only up to certain level of precision. For instance, inconclude that there exists a causal relationship which is
medical expert systems scenario consider the causal chain ofcpieved by a controlled or randomized experiment. For

smoking causes bronchitis causes dyspnoea which is denoteghngomized experiment, each level of treatment groups is
by the following concatenation rules as introduced in [20] R :hosen randomly.

if smoking then bronchitis and 4R if bronchitis then
dyspnoea. Bronchitis is a respiratory infection which is the
main airways of the lungs (bronchi) is inflamed and
becomes irritated whilst dyspnoea is a medical term for
shortness of breath a symptom of bronchitis [21]. Now, let
assume that the,Rs formulated as Rrule which states R’

if dyspnoea then bronchitis. This statement would make
smoking and dyspnoea become contending conditions for
bronchitis which consequently would not be able to

determine the condition of the patient's breathing patterns.

Obviously, the rule based is inappropriate for representingFig. 5 Correlation between smokingparameter® and bronchitis, B in a

the nature of causal relations amongst events [20] which incontrolled experiment

turn Bayesian consider every possible rule in the form of o .

priori and posteriori information to represent the causal Meanwhile, like in the case of Fig. 5, group of smokers

relations. and non-smokers are assigned randomly to carry out
K-means by Edem and Feizollah [8], [9] then clusters "controlled experiment” which cons_equently leads to the

(the parameters) into K clusters around cent@idhereC= removal of a relationship between hidden paramétand

{C,C,...G} given S ={ S.,S...S}, number of partitions. smokingS. This is to ensure only the causal connection of

The process of iteration to get new centroid is used tolNterest is observed. This seems to only satisfy the
overcome the reduction of parameters; however thisconclusweness of the association, correlation or relationship

iteration process is based on the ratio between two pointsP€tween variables which is due to the causal link.
Without the controlled experiment, the results might be

This will further distance the plausible parameter

information as at the first place is has been reduced then th&/nsatisfactory Thus it is more likely to discover the
iteration makes the plausible information distance even Knowledge of causal relations rather than simply statistical
further which finally will draw wrong information. associations that give some sense of genuine understanding,

o _ thus in such case, Bayesian networks provide a
2) Method Overcomes Lack of Priori ( Correlation  straightforward expression between variables [5].

statistics methods as in relational function and average |In the extension of Wen, S et al. [12]'s state transition of
distribution have been closely introduced by Arora, Ahmad, Markov chains a stochastic technique whereby amongst
Wen and Xue [12], [14]-[16]. Correlation is a statistical others, the properties are statandj communicate each is
association between two events which often infers or implies accessible from the other, and once it is in the statere is
causal even if there is not a direct connection_relationapositive probability that it will never return to statend if
between the two parameters events. A correlation maythe state is called an absorbing state if the probability of the

signify the occurrence of hidden parameters which arestate is absolute 1, say for instarige= 1. Markov chain
common causes of the observed events, thus makes themepends solely on the present state, not the prior or

statistically associated. Take for instance in Fig. 4 thatpreceding states.

illustrates the example below of whether smoking denoted For eachsS;, i represents the starting location ajpd

by S causes bronchitis denoted by B or whether there existepresents the ending location for that move, where the row

additional veiled parameters denoted tbyhat cause both s the beginning location and the column is the ending

events which have been introduced by [5]. location after one move. Each element in the matrix has the
probability between 0 and 1, inclusive. The elements of each
row of transition have the total probability size of 1 and the
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matrix must be "squared" because it has row and column fordeterministic approach to understand phenomena [26].
each state. As previously stated, stochastic Markovian canAlthough it was published in 1763 the techniques apply in
usually be determined only by the current condition of the health management and medicine decision-support systems
state in order to determine the outcome of the next state; itfare quite recent [24] and widely applied in clinical support
does not take into account the outcome of any of thedecision [26]. Bayesian method offers instinctive,
previous states [11] and Bayesian network overcomes thismeaningful, professional and rational inferential analysis
limitation by taking consider of prior information through which gives the capability to solve complex situations given
probabilistic inferential. the priori distribution in addition to the dataset, thus making

3)Limitation of Previous Methods: This section deC|S|on_s easier to plarlfy and e>_<p|a|n [25] . .
. S . Previous Bayesian Quadratic and Bayesian Linear and
summarizes limitation of previous methods. Rules based are . :
o odels can mislead to false inadequate results due to the
unbalanced or asymmetric in the sense that the statement o : .

I reat size of parameters that have to be estimated from the
condition and the statement of consequence are no N . P
interchangeable (switchable), such that by observin thedataset thus Naive Bayes is capable a this issue [24]

9 ' y 9 Because of the intuitive ability to model uncertainty and
statement of consequence does not allow us to conclude th

statement of condition [23], whereby the rule ignores someSomplex chronological relationships amongst variables,
. ’ y 19no ...~ Bayesian network is successfully applied in several research
mechanisms or causal parameter of “causal direction” which

makes this method is assured only uo to certain level of®€as and domains [9,16] and the contribution of this paper

recision and obviously, the rule bgsec? is inappropriate foris to tailor this general approach to generate new Bayesian
P . y: : pprop Network detection technique to be applied at the Network-
representing the nature of causal relations amongst events.

level environment [16].

K-meansiteration process, on the other hand, is based on ) ) o
the ratio between two points. This will further distance the 1) Bayesian Method in Clinical Expert Systenipert
plausible parameter information as at the first place is hasSystems development for clinical diagnosis has received a
been reduced then the iteration makes the plausibledrowing interest in the literature for the past few years [27].
information distance even further which finally will draw Recent development of the expert systems particularly uses
wrong information. Correlatiorstatistics method seems to Bayesian is used in planning cardiac surgery for transfusion
only satisfy the conclusiveness of the association, correlation"equirements [28]. . o
or relationship between variables which is due to the causal ~Naranjo, L et al. [27] built a Clinical Expert System for
link, thus it is more likely to discover the knowledge of the detection of PD using the Bayesian approach due to the
causal relations rather than simply statistical associationstraditional diagnosis which involves manual history taking is
that give some sense of genuine understanding [18]. not d.eflnmve d_|agnost|c test. Sometimes th(_e procedure leads

Finally, stochastic Markovian can usually be determined 0 misdiagnosis or even worst undiagnostic, thus there are
only by the current condition of the state in order to 9reat necessities to develop scientific systems which can
determine the outcome of the next state; it does not take intd'€lP medical procedures especially in the neurological units.

account the outcome of any of the previous states [13]. This research involved 80 subjects and 40 of them were
healthy and another 40 infected by PD. The mean (x
C. Bayesian Method Solutions standard deviation) of age for the control and infected group

Having realized that rule-based, k-means, correlation andwas 66.38 + 8.38 and 69.5£7.82 respectively. Features
state-transition methods have limitations as a method ofselected were from 44 different acoustic sounds from five
reasoning and know|edge representation' researchergam“ies of noise, amplitude, pitCh, nonlinear and spectral.
switched their devotion towards a more sophisticated  Naranjo, L et al. [27] introducedh random variables
probabilistic interpretation of the certainty leading them Yi...Ya which Y; are observed is in Bernoulli distribution.
towards the definition of Bayesian network approach [22]. The probability of success is R(= 1) =p; , i=1...n. The

probability of p; are connected to two sets of covariates

Bayes's theorem had been pioneered by Tomas Bayes an@ndz , wherex, = (x; ... %) is aK x J matrix which is
published in a Posthumous Publication in 1763 which sinceCovariateK measured with replicates, and = (z;...zx )' is
then had been widely accepted as an uncontroversial resul@ H vector of a set oH covariates which are precisely
in probability theory [24]. This approach deals with identified. Then, suppose thaf = (Xy... Xk) is the jth
decision-making process under uncertainty conditions orreplication of the unknown covariates vectgr= (Wi...Wix)
scenarios [25] which in summary it combines the past and assume their relationship is linear. This wa)are the
distribution (prior beliefs) with the available observed substitutes or surrogates wf. The following model relates

datasets to form the posterior distribution. X; andz.

Bayesian is an inferencing tool that uses past observations Y; ~ Bernoulli 0)),
(prior belief) to predict the future. Bayesian decision-making
process provides an optimum result in classification problem P (p) =W B+ Zi B, (3)
when the prior or past probabilistic history is known which
can further derive the estimation or expectation functions Xj =W * & (4)
[24].

Bayesian Networks is also probabilistic causal networks &j ~ Normak (0, G), indicates error vector

also known as Belief Networks are the Artificial Intelligence
framework for uncertainty supervision which is contrary to where f = (ftx , ptz)t is a K + H) vector of unknown
parameters, the™ (.) is a known nonnegative function or
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link function ranges between 0 and 1, aAdis aK x K Gy =arg max.j{Pr(C | F1...Fn)} )
matrix of covariances and variances. error vector is
independent ofwv.. Typically, ¥(.) is the CDF (cumulative Since the labels or features are chosen with the maximum
distribution function) or normal distribution. To define prior probability, each featurg, in the above equation is either 1
distribution is to assumed normal distribution of the if the symptom is reported in VA and 0 if otherwise, and for
regression parameters,f ~ Normak.y (b,B) and it is simplification, the notation will b&r (F; = 1 or otherwise).
assumed prior distributions covariance and variance Thus the proportional relationship of the above equation will
parameter$ ~ InvWisharg (V,v), whereb , B, v andV are be
fixed andw, ~ Normak (u,X) wherep,X are also fixed. Pr(Cj | F1....Fn) oo Pr(Cj). Pr{(F1....Fn| Cj) (8)
Likelihood function is
this is theposteriori
LB, Gly, x,z,w) = (y |z, wp) f(x | w,G) f(w),  (5)
Then is to apply the Bayesian assumption of the

then the posterior density is maximum probability to derive the following equation

n (B, G|y, X, z, Wl (B, G|y, X z, W (A)n(G)  (6) Pr(Ci | F1....R) 0 Pr(C) . & "=t [ 1i Pr(Fi | G) + (1)) - Pr(Fi | G)) (9)

where this approach makes use of the relationshipwhere,
between covariates and prior distributions to achieve

posterior distributions. Fig. 6 below clearly shows the ]i={ 1 if featurei is reported

Bayesian model used in this research. Spotted easily several 0 otherwise

conditional probabilities networked together to tireri to

derive posteriori distribution. Results are validated uses Pr(G)=|G|/N (20)

stratified cross-validation, but before results from precision
(TP/TP+TP), recall rate (TP/TP+FN) and specificity whereN is the size of features (total number of features)

(TN/TN+FP) are obtained.
PriFi NCj) |FiNgi| /N Fi N Cj

PriFi |Gy = = = - = =
F1CH PrC)) |Gl /N \Cj
(11)
Priori distribution in this equation is just a proportion of
sample case€|, against the total number of features. Whilst
@ | Fi N Cj | is denoted as the total number of causes of death

that showed featurk;. The results will be evaluated against
testing splits of the datasets to measure sensitivity or True

Positive Rate (TPR) and specificity or False Positive Rate
(FPR).
@ Meanwhile, Fuster-Parra, P et al. [26] applied Bayesian

Network to determine the relationship between pertinent
epidemiological signs of heart. For instance, given a set

Fig. 6 A Bayesian model to determine Parkinson’s disease random variables X=)(1.-:-Xn)- The_ prior d|$tr|bUt|0n as a
product of several conditional distributions is

Next, Miasnikof, et al. [29] classified verbal autopsies i
(VA) which are largely adapted in low-income countries P(X) .. X, == I P(X|PafX]) (12)
uses Naive Bayes classifiers. This is due to no reasonable ) o
standard to validate the practice which had become the cause Where Pa(X®) denotes the parent prior distribution
of home death, thus the studies pursue to measure result¢hich uniquely signifies the multivariate formulation in
from Naive Bayes classifier against existing standard Bayesian Network which is also known as Bayesian
procedures which is using physician classification. The Network chain rules. To enable inferential analysis, it is
dataset used is from Milion Death Study, Matlab important to understand the flow of influence when any new
Bangladesh, and Agincourt South Africa. Sample sizes Wereinformatiorj is introduced ir_1 Bayesian Network. For instance,
12,255 which contained deaths at ages 1to 59 months, 15 téet two variableX andY which are separated tyat several
64 years, 20 to 64 years and 28 days to 11 years. For everossible paths. %Z->Y or X&Z<Y which is known as a
autopsy (VA), a probabilitygriori) will be assigned to each ~ Serial connection, ¥Z->Y as diverging connection and Z
autopsy label, which is a specific feature in the form of is initiated and finally, X>Z<&Y which is known as
symptom or sign, in accordance with their conditional cqnverging connectic_m where Z_ hasn't receive evidence. In
probabilities. Only label with the maximum probability will ~this research, Bayesian was validated through 10-fold cross-
be assigned to each label records. Supfips the cause of ~ Validation uses log-likelihood loss function.

death, given a set ofrecords of signs and symptoms which ~ In _medicine, Bayesian Network could characterize the
are denoted bff;...F. conditional probabilistic value between symptoms and the

diseases. Barbini, E et al. [24] shows a good illustration of
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Bayesian Network applied in Clinical Expert Systems, where effect of age on spatial patterns of facial expression using
Bayesian Network is presented in a directed acyclic graphANOVA. After both hypothetical tests were conformed the
which has nodes and arcs. A node represents a randonwo Bayesian Network model were applied. Bayesian
variable and an arc represents the conditional probability Network discovers relationships amongst facial landmark
between nodes or variables. points.

Fig. 7 below illustrates their Bayesian Network model.
For instance, between node A and node C, there is an arc
representing the conditional probabilistic relationships. It
also indicates that A has influence on C or A is the parent of
node C as mentioned by [26]. There exist nodes, C and D,
which are not connected to each other or lack of arc between
them; this is to indicate that their existences are mutually

exclusive and conditionally independence of each other.
Nodes C and D which have parents' nodes are regarded by
their conditional probabilities characteristic which are table

systematically. Meanwhile, parents' nodes which in this case

node A and B are regarded psori or prior probability. Fig. 8 Two nodes and three nodes Bayesian Network model
Consequently,P(A) is denoted as the probability of any

event A andkyg denotes the probability of any event C gave  Throughout training a probabilistic model Bx,x*.y) is
event B but not event A. On the occasion of all possible used, whereby the training set &fx*;y;) giveni=1...| and
events of Bayesian Network have been defined, priorx are features data in geometric distributigh, is the age
distribution of the parents' nodes and conditional data andy is the label of expression. The label pasri of
probabilistic value of the inheritance should be specified. Py =Kk) (k=1, 2,..m), where m is the size of expressions
and the conditional probability oP(xly = k) andP(xly = k,
x*) are assessed within Maximum Likelihood method. It is
P(A) P(B) understood thatx(x*;,y;) is the training set wheiiel...| and

| is the size of training samples. The posterior probability of
P(y = k|x) is calculated during this data training exercise and
follow the following expression:
\ / ¥" = argmax k P(y = k|x) (13)
_ - Ply = kx, x7)
G = argmax kI ., P
Py = KIIP (x'ly =l)P (x| x*,y = k)

= argmax k

A B P(CIAB) B P(D|B) P(x)

True True Xap True VYB

True False ' False Vg

False True )):AB ¥e Where conditional probability ofP (x*|ly=k) can be
u AB characterised as Gaussian or Normal distribufidr | x*, y

False False Xap' = k) ~ Normal & | 1%, =®) wherei=1,2...n andn is the
size of the age groups for eachandx* hasn states. In this
work, it is obvious that eveny* is converted or encoded into

Fig. 7 A Bayesian model with two parent’s nodes and two variables the conditional probability oP (y|x).

Meanwhile for the probability d® (x]y) of the two nodes

As a conclusion, Bayesian Network is about several Bayesian Network model as in Fig. 3 also often conforms to
experts' structures which are combined or connected togethea single Normal Distribution, however, the three nodes
to form a dependencies domain. model with discretex* can improve the conditional
distribution of P (xJy). This research further constructed
Idi1°ferent Bayesian Network under different condition of
ﬁxpression and age. For instance, age group data is also
regarded as controlled information, hemoex n Bayesian
Network model ofG, with ¢ = 1..m x n are constructed
Hjeuring the training period. Then, for eve®y parameter that
iS learned from the training st = (xci)i=1'° wherexg = (fi,
f42... £,7) andp is size of the features. This model is to learn
the highest network score or the best

Suppose priori of5; with ¢ = 1..m x n is uniform in
distribution, thus during training we gB{(GX) « P(x|G,).
, , o Subsequently for every continuous node the probability are

This work was preluded with several activities such as normal or Gaussian where the parameter is definefd -as
forming two statistical hypothesis tests to scrutinise the normal O + W' Pa(fy), 59, wherej = 1..p, Pa(f) is the

2) Bayesian Method in Pattern Recognitiaifang, et al.
[30] proposed two and three nodes Bayesian Network mode
to recognise spatial age-related expression labels as shown i
Fig. 8. Bayesian Network in this work represents a joint
probability distribution amongst a set of features. As in Fig.
8, each node represents the features points and the arc or t
link between nodes represents their conditional distribution
probability which shows the probabilistic relationships
between features points. Diverse Bayesian Network
expressions were constructed to condition various spatial
facial patterns amongst different expression and age.
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parent's state of;, W, signifies regression coefficients; an acyclic directed graphs of nodes and edges are
denotes regression intercept ari,-a shows the variance. represented uses conditional probabilities. For instance, an
Score function below shows the search strategy to 8arn edge connecting between parent’s néd® child’'s nodeY
signifies that node&X has influence over nodé. Sometimes
Score(G,) = log P(x| Gz) this relationship is learned from the data as in this research
= max loz P (x16.6.) whereby the intra-slice structure is derived from K2 and
. (14) REVEAL algorithm, whereby for K2 algorithm each node
initially has no parents, thus this algorithm gradually, adds a
parent. The order adopted was IU, MP, SP, GT and FX
which shows the interaction unit stays in the first level and
the sensory motor at the lower level as shown in Fig. 9.

whered, is the parameter gives,

The following Maximum Likelihood method is used to
estimate the parameter of giv€mentioned above, where
0. signifies parameter set ath Bayesian model.

Interaction

6, = argmax logP(x | 6c) (15) unt

Then the following expression is to signify the testing set
into maximum likelihood method

c*=arg maxce [1,mxn] P (Er |Gy
Complexity G)  (16) Perception
units
Where E; denotes sample feature§, signifies the cth
Bayesian model where tleeranges from 1 ton x n, P (Er |
G,) denotes the probability of the sample featurescahe
model, and complexity signifies the complexity@f this is
due to diverse differences amongst spatial structures, thus
the probability ofP (Er | G.) will be divided by complexity
to seek the balanc€inally, the method is validated through Action
ten-fold cross validation. units

Meanwhile, Mihoub et al. [31] model face-to-face
multimodal behavioural of co-verbal communication uses
dynamic Bayesian Network method where it is a classical
basic sophisticated multimodal bidirectional co-verbal
communication which allows the partners to recurrently
perceive, convey co-verbal movements such as body, hand Fig. 9 The learned structure of Bayesian Network
and arm gestures and head movement.

Thirty games were constructed in which the trainer acted |nteresting properties have been discovered from this
together with 3 different subjects or partners. The game|earned structure. The interaction unit, 1U, stimulates both
objective is to place 10 cubes at random arrangement fomerception and action units. The MP impacts the SP, GT and
which each game has a mean duration of 1 minute and 2G=x. The SP or speech activity influences verbal or action
seconds. This interaction were modelled with 5 variables pehaviours of GT and FX. In essence, each random variable
which are the IU denotes the interaction units which haveis influenced by its history or learned parents. For validation,
another 6 different IUs of get, seek, point, indicate, verify this model is compared with the state-of-the-art baseline
and validate, the MP signifies manipulator gestures which model which is Hidden Markov Model (HMM).

have 5 values of rest, grasp, manipulate, end and none, the ) .

SP for the instructor speech with 5 values of cube, 3)Bayesian Method in Malware Analyskao, et al. [34]

preposition, reference cube, else and none, the GT denoteBfoposed a Bayesian of nonparametric approach to

the region of interest pointed out by the trainer's infiteger determine a malicious or benign at system level program

which consists of 5 values of rest, target location, cube andunder several first-order assumptions which have been

reference cube and final variable is FX denotes gazeMmodeled uses Dirichlet process mixture model. Let N

fixations of the trainer which have another 8 areas. FX and'epresents the size of sample programs s, where s=1...N.

MP were annotated uses Pertech video. SP is transcribe@ynamic trace of sth program is signified by{Y.Ysngd

uses speech recognition software. GT was annotated use¥here Ye {1...M} is the tth element during instruction call,

Qualys signals and finally IU is manually annotated on every Ns is the size of dynamic trace and M is the size of classes of

gaze event. Elan software is used to manage multimodalnstructions which implies that any similar instruction will

scores. be classed into similar group. To model first-order Markov
Bayesian behavioural statistical model of Murphy [32] Structure it is enough to model distribution of first

was used. Bayesian is considered as a probabilistic graphicanstruction Y;; and M x M transition matrix £

model that provides conditional relationship representation

of several stochastic conditions [33]. In Bayesian Network
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Zse = =22ns | (Yse1=T, Ys&= €), where £,c) is the element of
{1...M}

Both the first instruction and transition matrix

f(Zs|&=1,0) = keaZki Wik - fuwe (Zs |4, 0),1=0,1
ik ~ MD (y; Py)
&~ Bern {)

(21)

distribution are permitted to fluctuate by programs. The first where Q = { o, Yo, 0o, Wo, Ko} and O={ /; y1 ol wl

instruction of program s has probability distribution function
of P(Ys1 = j)=0g With j-1Zum 05 =1. The subsequent or second
instructionst=2...Ns are modelled aB(Yy; = ¢| Ysr1=r)=Pg
with 13y Psc =1 for all r. P signifies the matrix oM x M
with (r,c). Usually, Ns is very large that makes the first
instruction Y3, is less information about the dynamic trace

K1}are all the pool of parameters beneath the malicious and
benign models that allow different malicious and benign
programs that are with different mixture densities and base
distributions. Finally, the validation is against existing
support vector machine (SVM) and elastic net logistic (ENL)
regression method. In the case of generating a parametric

characteristic, thus it can be disregarded. In this case, matriXorm of the conditional probability functions is not possible

transition Zg is sufficient for the dynamic trace statistic
information, which then derives the following likelihood
function for one single program sf

Zsrc
src

f(Zs | Ps) = =1I1m » =1l (17)

The probability of the transition matriRs for a single
programs is assumedP; ~ F for any s, and whereF
probability distribution of matrices across malicious
programs. The prior information df is placed in non-
parametric form to increase flexibility wherebyis assumed
by Dirichlet process of Bayesian model

Ps~F
F~DP(a Fy) (18)

Wherea>0 is concentration variable arfb is the base
distribution of the prior Dirichlet process. Larggpushes-
priori closer toFy, in this research, is distributed by matrix
Dirichlet (MD), F, = MD (yP). Meanwhile, Dirichlet priori
can be denoted as density mixture of

f(Pg| W, X) = k=120 Wi . O(Ps | Ak) (29)

wherei = {Ji : k=1...0}, w = {wy : k=1...00} and wy > 0
fulfil =12, Ww=1 , 0 signifies Dirac Delta density at point
massPs =4, andi,~Fy.

Non-parametric approach is used, however, this approach is
complex [1] and will not be suggested as a future research.
However, the essence of establishing prior, conditional and
posterior distribution as in the Bayesian theorem will be
applied in the proposed method.

On the other hand, Weaver [35] modeled bot net
scanning behaviour in a large network environment as she
claimed the sandbox environments seldom emulate real user
experience. Furthermore, NAT and DHCP configuration
have made the IP in ISP level doesn’t map one-to-one and
the real perpetrator will not be revealed. However, from the
point of view of experienced network engineer or
administrator, it is true that the NAT will translate outbound
and inbound traffic, but each organisation will be assigned
unique IP address to make them online in the large network,
however it is the work of local administrator to stream down
or deep inspect the flow to identify the source and
destination IP within the local area network.

The monitored network was from large private network
from the period approximately 2 months window from the
month of March B until the month of April 24. The
network flows were collected uses flow analysis toolset of
SiLK or System for Internet-Level Knowledge which is
available at tools.netsa.cert.org/silk and the features
monitored were from the source IP address, timestamp and
source port. Accumulated around 33.6 million total unique
IP addresses were monitored disbursed across 1.1 million

However, this Dirichlet process has a discrete distribution /27 IP blocks. Behaviours show fluctuated events of periodic

which gives the transition probability is not appropriate,

inactivity which indicates consistent machine shutting down

because the two probabilistic transitions of two executablesactivities and several spikes which indicate starting of new

could be identical and this is unrealistic. Therefore, the priori activities.

should be considered as in the next form of equation

Ps|6s, 0 ~F =MD (06y)
0;]1G~G

G ~ DP(a, Fy) (20)
where the parameter 0>0 controls the variance Pof
distribution. By having this equation, probability of two
identical transition matrices will be equal to 0. On the full
model of Bayesian classification another variable is
introduced & where

E=1 if programs is malicious
0 if programsis benign

Where P{=1)=y is the priori of being malicious. The
following illustrates Bayesian model on a single progeam
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The model was from the single machine
connection rates of several user activities such as web
surfing or switching the machine off or on. This is the
alternative behavioural model of counting infected machines
from the layered network blocks or IP addres&gslenotes
the Poisson mean of the number of connection requgsts,
t hour f/,~ PoissonXy)), wherek, = q (1+ & (@-1)) such that
g denotes the baseline rate, denotes the decay ratk,
denotes a spike after an active hour andenotes a spike
multiplier. A steady rate is denoted bybaseline rate) and
occurs when the host is idle. The state of the user's machine
or system is denoted by, represented by three states of
possibilities which are “o=off, s=spike, d=decay”. A host is
said to be in the “off” state when there is no connection
requesty; = 0 with probability=1.0. When a host is active,
three conditions are applicable; a geometric decay aarate
multiplier spike a» >1 and a baseline at raje

A set of transition probabilities between spike and decay
of the user’s statg to n+1 hour-to-hour is modelled uses



geometric distribution with rates of andyy, meanwhile
transitions between non-equal user's state, off-to-spike,

spike-to-decay and off-to-decay is modelled uses sine wave

with maximum height op and scaling amplitude efwithin
24-hour cycle andt, an hour a day will be between 0 to 23.
Thus the transitioning state betwesio s, is denoted by

PSZ |sl (pslr Vs1s t*) = (psl/ (Vsl+2) ) [Sin (27" t*/ 24) +Vg 1] (21)

Next, is to build probability model of machine and user’s
activity uses Gibbs sampling a method of Markov Chain
Monte Carlo in order to explore the posterior distributions
[17] by considering several relevant prior information.
Suppose is the machine state at tinien, € {0, s, d} andn
= {no... nt and y={yo...yr} as the observed vectors,
SUbsequently Iap = {p{ o,s,d}s V{ o,s,d} y{ o,s,d} }Moff} be the
probability of user’s transitional activities afde(qg,w,a) be
the machine-level parameters. The likelihood would be the
joint of all distribution given earliet, (v, 6, n;y).

Gibbs sampling explorgzosterioriby initiating value for

the entire parameters and iteratively straws new values for aﬁ
0

subsequent subset based on the conditional probability

those parameters and Markov chain derived from this chainﬁ\l

of iteration is the jointposteriori for the entire parameters
[8]. For instance, lep € (w, 6, n) with priori of = (p) and let

{w, 0,m}| ¢ be the observed vectors for the entire parameters
except forg. The complete general conditional probability
distribution is

TE ((0 | {l//v 0, n}l(my) =n(p) (o, {w.0.n }LQ,_M)
Jom(9) (o, {w, 0,0}, Y)

(22)

Boukhtouta, et al. [36] compared several machine
learning techniques such as J48, Naive Bayesian an
Support Vector Machine to detect malicious activity at the
network level as the state-of-the-art Intrusion Detection

p(@ |y) = p(y | 6). p(6)

Frequently in Bayesian Network, thwiori rest on to
other parameterg that are not declared in the conditional
probability or the likelihood, thus the prigd) must be
substituted by the conditional probability pfo | ¢). The
newly elected parametepsposterioriwould be

(23)

P(6: ¢ 1Y)  p(y | 0). P(0 | 9). P(9) (24)
Based on the literature, studies from Clinical Expert
Systems have the full four properties in their expert systems
model, whilst domain like pattern recognition and existing
malware analysis studies fulfill the first three out of four of
Bayesian or Naive Bayes properties. The four properties
discussed here addresses problems in the common criteria.

IV. CONCLUSIONS

This paper discusses the application of Bayesian Network
model in various domains such as Clinical Expert Systems,
rtificial Intelligence, Pattern Recognition and reveals any
potential approach available in the domain of Computer
etworks. It is discovered that Bayesian (Naive Bayes)
method has been applied in the malware analysis domain
both in network and system-level behavioural analysis.
However, this method has several issues in dealing with
zero-day attacks which are related to the issue of predicting
future attacks pattern. Based on the literature Bayesian
Network properties which have been applied in various
domains could have the potential to overcome those
problems. Thus these properties could be used as guidance
for future studies on modeling Behavioural Malware

(JDredictive Analytics at the network level.
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