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Abstract—Breast cancer is the most common cancer in women and is the second leading cause of global death. Disease diagnosis plays 

an important role in determining treatment strategies related to patient safety. Therefore, we need machine learning to predict disease. 

This paper aims to determine the best parameter values in breast cancer data using the Grid Search CV method and classify breast 

cancer data using the random forest algorithm. In addition, the paper aims to compare the accuracy values generated using the Grid 

Search CV and without the Grid Search CV. The method used to analyze breast cancer data in researchers is the Random Forest (RF) 

classification algorithm. In addition to using the Random Forest algorithm, this study also uses the Grid Search CV method. Grid 

Search CV is a method used to determine the optimal model parameters so that the classifier can predict the test data reliably. This 

study indicates that the highest accuracy value is obtained in the random forest algorithm using the grid search method of 0.9545. In 

contrast, the accuracy of the random forest algorithm without using the grid search method is 0.9480. For further research, it is 

suggested to develop a breast cancer dataset using the grid search cv method with other algorithms, such as Logistic Regression, 

Xgboost, and SVM. We can also use the same algorithm with different datasets to prove that the grid search cv method can increase 

accuracy. 
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I. INTRODUCTION

Breast cancer is often found in women and is the second 

leading cause of death. In previous research, this issue is 

reviewed [1]. Breast cancer is a non-contagious disease. The 

cause of breast cancer is still unknown, yet this disease is 

multifactorial and interplay. A study discusses women's 

lifestyle risk factors that affect breast cancer at Makassar City 
Hospital. The results discovered that fat consumption, obesity, 

smoking, and stress are risk factors that influence breast 

cancer. Stress is the most influential risk factor that stressed 

individuals would be prone to cancer 2.698 times higher than 

those who are relaxed [2].  

Breast cancer is the world's second-biggest cause of 

mortality, and it is forecast that it will be the first cause of 

mortality in 2060 (~18.63 million deaths) [3]. In 2018 as 

many as 18 million instances were detected, with 2.09 million 

cases of breast cancer obtained from information from the 

World Health Organization (WHO) and the American Cancer 
Society. A survey on the incidence of breast cancer was 

conducted in 187 countries in 2011 found a yearly average 

rise of 3.1% to 1.643.000 data in 2010 from 641.000 data in 

1980 [4]. 

Breast cancer is a non-communicable illness that primarily 

affects women, has a high fatality rate, and rises every year 

[5]. Medical diagnosis is critical in ensuring a suitable 

treatment strategy for the patient's safety. Machine learning is 

needed to predict a disease to handle the data more efficiently. 

The main advantage of machine learning is that an algorithm 

can learn data and automatically perform its tasks [6]. This 

study's analysis of breast cancer data used the Random Forest 

(RF) classification method. 
The selection of classification algorithms is used to predict 

the decision value of class variables for qualitative or 

categorical variable types with calculations with one or more 

independent variables or predictors. It is widely applied in 

computer science, medicine, botany, and psychology. 

Random Forest (RF) was chosen in processing breast cancer 

datasets because it has many advantages. The first advantage 

is that the algorithm can effectively handle large databases, 

generate input variables without deleting variables, create 

unbiased internal estimates of common error errors, estimate 

each variable for classification, and demonstrate robust and 
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accurate performance on complex data sets [7]. Earlier 

research has identified retinal anomalies using Random Forest 

and Naive Bayes algorithm. According to this study, the 

Random Forest method has a better accuracy value than Naive 

Bayes – 0.9358 for Random Forest and 0.8363 for Naive 

Bayes [8]. 

There has been previous research on gender classification 

based on sound frequency using several algorithms, one of 

which is the random forest. In addition to using the random 

forest, this study also performed the grid search cv technique. 

The grid search cv function evaluates and optimizes the 
established model [9]. The grid search cv can generate new 

training models automatically using cross-validation to get 

the best parameters [10]. Moreover, the results show that the 

accuracy value following grid search cv 0.9691 was higher 

than the accuracy value without using grid search cv 0.9675 

[11]. 

This research aims to determine the ideal parameter values 

for breast cancer data using the grid search cv method and 

classify breast cancer data through a random forest algorithm. 

In addition, this study aims to compare accuracy values 

yielded with grid search cv and without grid search cv. The 
output of this study implies that a random forest algorithm 

with grid search cv is expected to show a better accuracy value. 

II. MATERIALS AND METHOD 

A. Data Collection 

Data collection is the initial stage in a study. Some variables 

and attributes facilitate the research process in the data mining 

process. Data obtained from breast cancer comprise 569 data 

and 32 attributes. It includes ID number, diagnosis, and ten 

attributes which are further divided into mean, standard error 
(SE), and worst or largest. For instance, the attribute radius 

becomes mean radius, radius SE, and worst radius. The 

following attributes and variables are described in Table 1. 

TABLE I 

VARIABLES AND DATA ATTRIBUTES OF BREAST CANCER 

Variable Attributes 

X1 ID number, the ID number of data 

X2 Radius_mean, the average distance between the centre and 

the perimeter of points 

X3 Texture_mean, greyscale value standard deviation 

X4 Perimeter_mean, cancer's average size 

X5 Area_mean, the typical area 

X6 Smoothness_mean, the mean of the local variations in 

radius length 

X7 Compactness_mean, the mean (around^2 / large-1) 

X8 Concavity_mean, the harshness of the contours concave 

curves 

X9 Concave points_mean, the amount of contour concave 

sections 

X10 Symmetry_mean, symmetry on average 

X11 Fractal dimension_mean, approximation of the arithmetic 

mean coastline-1 

X12 Radius_SE, the standard deviation for average distance 

from centre to perimeter points  

X13 Texture_SE, greyscale standard error for standard 

deviation value 

X14 Perimeter_SE, cancer size standard deviation 

X15 Area_SE, error standard area 

X16 Smoothness_SE, the standard deviation in radius length for 

local variation 

X17 Compactness_SE, the standard deviation for around^2 / 

large-1 

X18 Concave point_SE, the standard deviation in contour 

concave portions 

X19 Symmetry_SE, symmetric standard deviation 

X20 Fractal dimension_SE, approximation of the arithmetic 

standard deviation coastline-1 

X21 Radius_worst, the average distance from the centre to the 

perimeter points with the lowest or highest average value 

X22 Texture_worst, the lowest or highest average value for 

greyscale standard deviation 

X23 Perimeter_worst, the lowest or highest average value for 

cancer size 

X24 Area_worst, the lowest or highest average value for a 

region 

X25 Smoothness_worst, the lowest or highest average value for 

local radius length variation 

X26 Compactness_worst, the lowest or the highest average 

value for around^ 2 / large-1 

X27 Concavity_worst, the lowest or highest average value for 

the concave contour sections severity 

X28 Concave point_worst, for concave regions of the contour, 

the lowest or highest average value is used 

X29 Symmetry_worst, the lowest or highest symmetry average 

value 

X30 Fractal dimension_worst, approximation of the arithmetic 

lowest or highest coastline-1 

Y Diagnosis, M = Malignant, B = Benign 

In this study, we are using the Wisconsin Breast Cancer 

Database. It was collected by Wolberg, Nick Street, and 

Mangasarian at the University of Wisconsin-Madi-son 

Hospitals [12]. 

B. Data Preprocessing 

1)  Data Oversampling: After obtaining the dataset, the 

next step is data oversampling. This study utilized Adaptive 

Synthetic (ADASYN). He et al. [13] proposed a new adaptive 

synthetic sampling approach from an imbalanced dataset. It 

can adaptively synthesize minority class illustrations based on 

their difficulty level, resulting in more information for the 
more difficult minority classes to understand [14]. Adaptive 

Synthetic (ADASYN) steps calculate the imbalance class. 

� = �� ÷ �� (1) 

Where � ∈ (0,1). Count how many synthetic samples there 
are in the minority class. 


 = �� − �� ∙ � (2) 

Where � ∈ (0,1) and 
 = the distinction between minority and 

majority classes. Count the k-neighbors for each minority 

class sample using the Euclidean distance, where 1 is the 

number of samples from the majority class among the k-

neighbors. The ratio � may then be determined as follows. 

� = ∆ ÷ � (3) 

In step 3, generate ��  from each minority class sample and 

utilize the nearby majority class sample to show the situation 

for each minority class sample. 

��� = ��/ � ��

��

���
  (4) 

Count how many synthetic samples there are for each 

minority group sample. 

�� = �� ′ ∙ 
  (5) 

516



Choose one sample of a minority group based on the samples 

k-neighbors of the synthesized minority class. Synthesize the 

data using the formula below where �� is synthetic data, � � is 

a randomly selected k-neighbors minority class sample ��. 

�� = �� + (� � − ��) ∙ "  (6) 

2)  Principal Component Analysis: PCA summarized high-

dimensional data but maintained trends and patterns. The 

PCA technique may efficiently remove feature correlation 
and achieve feature matrix dimension reduction [15]. PCA 

extracts its features through eigenvector and eigenvalue [16]. 

Steps in dimensional reduction using PCA are to enter # for 

PCA, where # is training data composed of n-vectors with 

data dimensions m. Calculate the average of each dimension 

(#′) in equation 7. 

#� =  1
% � #�

&

���
  (7) 

Where % = amount of data samples and #� = observation data. 

Calculate the covariance matrix ('() using equation 8. 

'( =  1
% − 1 �(#�

&

���
− #′)(#� − #′))  (8) 

Where #′ = average data. Calculate the eigenvector (*�) and 

eigenvalue (λ�) in equation 9. 

'(*� = λ�*�  (9) 

The eigenvalues are then sorted in descending order. Principal 

Component (PC) is a collection of eigenvectors 

corresponding to previously sorted eigenvalues. PC 
dimension is reduced based on the eigenvalue. A way to 

reduce the PC dimension according to eigenvalue is using the 

accumulated variance value in the eigenvector [16]. 

3)  Data Splitting: Data splitting is a study design widely 

used in high-dimensional datasets, and it is possible to divide 

the originally available datasets into training and testing data. 

The training dataset is a subset of the original dataset used to 

estimate and study the required machine learning algorithm 

parameters. The testing data is a subset of the original dataset 

used to evaluate the model's performance. The dataset is 

divided into 70% training data and 30% testing data [17]. 

C. Data Processing 

1) Random Forest: Breiman defines random forest as a 

classifier built of a series of structured tree classifiers 

{ℎ(�, .�), � = 1, … }  where {.�}  is an independently and 

equally distributed random vector, with each tree forming a 

unit and picking the most popular class from the � input [18]. 

 Given a set of classifiers  ℎ�(�), ℎ1(�), … , ℎ2(�)  and with 

a training set drawn at random from the random vector 

distribution 3, #,  determine the margin function as: 

��(#, 3) = 4*25(ℎ((#) = 3) −
�4�6784*25(ℎ2(#) = 9) 

(10) 

In this case, 5  is the role of indication. The margin is the 

difference between the average number of votes in #, 3 for 

the correct class surpasses the average number of votes in the 

other classes. Here are some instances of generalization errors: 

:;∗ = :=,8(��(#, 3) < 0) (11) 

The subscript #, 3  indicates that the probability exceeds 

space #, 3. In a random forest: ℎ2(#) = ℎ(#, .�). 

In this algorithm, several decision trees are constructed as 

they operate together. The decision tree acts as a pillar in this 

algorithm. Random forest is a decision tree group whose 

nodes are determined in the preprocessing step. After 

generating numerous trees, the best features are chosen from 
a random subset of features. Random forest algorithm has 

several features. The former can handle several input 

variables without deleting the variable, showing important 

variables in classification. Large databases also run efficiently. 

Also, the resulting trees or forests can be saved for future use. 

The Random Forest (RF) algorithm consists of several 

steps. Step 1 is to choose point K from the random data based 

on the training data. Step 2 is to create a decision tree using 

the K data point. Step 3 enters the testing data through the 

rules that have been created using a tree to predict the 

classification output of the data. Count the votes of each 

predicted target. Moreover, step 4 considers prediction targets 

by selecting the most predicted target class, which is the 

random forest algorithm final prediction result is utilized. 

D. Evaluation Model 

1)  Grid Search Cross-Validation: Grid Search CV is a 
technique for determining which model parameter is the best 

can accurately predict data. There are two reasons the grid 

search method is performed. Firstly, it is unsafe to use a 

method that avoids searching for complete parameters with a 

heuristic approach. Secondly, because there are just two 

parameters, the calculation time necessary to locate 

appropriate parameters using grid search is no longer an 
advanced technique [11]. Optimization of grid search 

conducts cross-validation as a performance metric. The aim is 

to find a decent set of hyperparameters that allow classifiers 

to predict unknown data reliably [19]. Grid search cv 

optimizes parameters ', ? , degrees, etc., to select '  and ? 

using k-fold cross-validation. Begin by dividing the data into 

k-subset. One subset is used as training data, while the 

remaining k-1 testing subsets are used to assess it. Various 

hyperparameter combinations of the best accuracy values are 

selected. There is just one crucial parameter in the linear 

kernel that has to be optimized, and that is '. There are two 

parameters in the RBF and sigmoid kernels; ' and ?, whereas 

the polynomial kernel has three parameters; ', ?, and degree 

[19]. 

2)  Confusion Matrix: The confusion matrix is a 

mechanism for assessing categorization performance. 

Accuracy is the ratio between the correct data and the entire 

data [20]. 

accuracy = TP + TN
TP + TN + FP + FN (12) 

Precision is calculated by dividing the true positive by the true 
positive plus the false positive. 
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precision = TP
TP + FP (13) 

Recall is calculated of correct guesses divided by the total 

number of instances [21]. 

recall = TP
TP + FN (14) 

F1_score is the average accuracy and recall value. Where f1 

score of 1 represents the highest score and f1 score of 0 

represents the poorest score. 

f1QRSTU =  TP
TP + 0.5(FP + FN) (15) 

III. RESULTS AND DISCUSSION 

A. Data Preprocessing 

The dataset used is breast cancer data with a total of 569 

data with 31 variables and one target. The initial stage carried 

out in this research is the process of existing data collection 

and processing. 

In this study, data preprocessing is divided into three steps. 
The first is the oversampling process of ADASYN by 

balancing the breast cancer dataset. The third is the data 

splitting process, in which the breast cancer data will be 

categorized into training data and testing data. Both PCA 

simplifies the complexity of high-dimensional data. Breast 

cancer data research utilized Python programming language 

in the Anaconda Navigator application. 

1)  Data Oversampling Results: After getting the data, the 

next step is data oversampling. Breast cancer diagnosis data 

are divided into two; benign and malignant. Benign data are 

denoted by 0, and malignant data is denoted by 1. Data for 
benign breast cancer is 357 data, and data for malignant breast 

cancer is 212 data, presented in Figure 1. There is a significant 

difference between malignant and benign data (145 data). It 

requires an oversampling process to increase the sample size, 

and you may balance the dataset. The results after the 

oversampling process using ADASYN can be seen in Figure 

2, where 0 is 357 and 1 is 358. ADASYN technique in 

balancing data utilizes the combination of minority class 

samples according to their difficulty level, producing more 

data for minority classes that are difficult to learn. 

 

 
Fig. 1  Data before oversampling 

 

Fig. 2  Data after oversampling 

2)  Principal Component Analysis Results: The dataset was 

administered with dimensional reduction using PCA after the 

oversampling process. The dimensional reduction process in 

PCA is based on the eigenvalue and eigenvector obtained 

from the covariance matrix. The number of eigenvectors is 

computed when the threshold is compared to the cumulative 

proportion of variation (PPV). Therefore, the threshold plays 

an important role in determining PPV [22]. Two target classes, 

dark is benign data and light is malignant data, as shown in 
Figure 3. The breast cancer data contains 30 dimensions, and 

then it is subtracted by creating seven major components to 

observe if the variables can be separated into clusters. 

 

 
Fig. 3  Principal Component Analysis 

3)  Data Splitting Results: The next step is data splitting 

after the data oversampling and PCA process. Breast cancer 

data were separated into 70 percent training data and 30 

percent testing data. Due to the oversampling process, the 

breast cancer data from 569 data became 715 data and resulted 

in 500 training data and 215 testing data. 

B. Data Processing 

This study implemented the random forest algorithm on the 
breast cancer dataset. The classification accuracy of the 

results from the random forest algorithm is presented in Table 

2. This study calculates the random forest algorithms 

classification accuracy is calculated using 5-fold cross-

validation in this study. The use of the cross-validation 

method benefits to obtain maximum accuracy results in breast 

cancer research performed five trials. Cross-validation 

divides the training data into separate parts of approximately 

the same size. Each section is selected sequentially as testing 

data, while the other sections are used as training data. The 

prediction model built on the training data is then applied to 
predict the class label of the testing data. This procedure was 
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continued until all sections were closed once, at which point 

the prediction accuracy across all tests was aggregated to offer 

an estimate of total performance [23]. 

TABLE II 

ACCURACY OF RANDOM FOREST (RF) ALGORITHM 

NO Accuracy (5-fold cross-validation) 

1 0.97  
2 0.94 
3 0.90 
4 0.95 

5 0.98 

 

The results from Table 2 show that the average value of the 

5-fold cross-validation research results from the random 
forest algorithm was 0.9480. This accuracy was obtained 

through random forest algorithm testing by considering point 

K randomly on the training data. Next, the testing data using 

a tree to predict the classification output. This study exploited 

100 decision trees. 

It is tuning the parameters of the random forest algorithm 

using a grid search cv to increase the accuracy of breast cancer 

data. The random forest algorithm has several parameters that 

are adjusted to obtain an optimal classification. This study 

executed four parameters. The first parameter is max_depth – 

the largest tree share or maximum tree depth for all trees in 

the forest. Max_features is the maximum number of 
characteristics utilized in node splitting. Criterion is the 

metric used to assess the termination criterion for the decision 

tree. There are two metrics in criterion, they are gini, and 

entropy. Gini measures the frequency of each element of the 

dataset, while entropy measures information that shows a 

feature interference with the target. Min_samples_split is the 

least number of samples required to separate the internal 

nodes is specified. 

Grid Search CV takes into account all parameter 

combinations to find the best parameter values. All potential 

parameter value combinations are assessed in this approach, 
and the best mixture is prevented from offering the best 

classifier. The results of tweaking the random forest algorithm 

settings on the breast cancer dataset are shown in Table 3. The 

accuracy worth in Table 3 represents the classification 

accuracy calculated using the 5-fold cross-validation method. 

Tuning parameters in this study comprises ‘criterion’: (‘gini’, 

‘entropy’), ‘max_depth’: (3,5,7,9,10), ‘max_features’: (‘auto’, 

‘sqrt’), and ‘min_samples_split’: (2,4,6).  

TABLE III 

THE RESULTS OF THE BEST PARAMETER USING GRID SEARCH CV 

NO 

Accuracy 

(5-fold 

cross-

validation) 

Best Parameter 

criterion 
max 

depth 

max 

features 

min 

sample 

split 

1 0.9475 'entropy' 10 'sqrt' 2 
2 0.9550 'gini' 9 'sqrt' 4 
3 0.9575 'entropy' 9 'sqrt' 4 

4 0.9600 'gini' 9 'auto' 4 
5 0.9525 'entropy' 9 'auto' 4 

 

Based on Table 3, the highest classification accuracy was 

0.9600 with the parameters' criterion': 'gini', 'max_depth': 9, 

'max_features': 'auto', and 'min_samples_split': 4. The average 

accuracy value of the random forest algorithm using the grid 

search cv was 0.9545. The explanation in Table 3 grid search 

worked through the optimization of the criterion, max_depth, 

max_features, and min_samples_split parameters using cross-

validation by dividing the data into k subset. One subset of 

training data that was evaluated employed testing data. Then, 

the accuracy value and the best parameter were selected, as 

presented in Table 3. 

C. Evaluation Model 

The evaluation was done using the confusion matrix 

method and grid search cv method to calculate the accuracy, 

recall, precision, and f1_score values – and compare the 

accuracy, recall, precision, and f1_score between the two 

methods. The results of the accuracy comparison are shown 

in Table 4. 

TABLE IV 

ACCURACY OF RANDOM FOREST (RF) ALGORITHM 

 Random Forest without  

Grid Search CV 

Random Forest with  

Grid Search CV 

accuracy 0.9480 0.9545 
precision 0.9455 0.9512 

recall 0.9437 0.9497 
f1_score 0.9438 0.9499 

 
The outcomes of the assessment model using the confusion 

matrix, namely accuracy, precision, recall, and f1_score from 

breast cancer data, are shown in Table 4. The highest accuracy 

value produced from the random forest method utilizing a grid 

search yielded 0.9545. In comparison, the random forest 

accuracy that does not employ a grid search has 0.9480. 

Previous research indicated that the greater the precision and 

recall values, the higher the accuracy values created. 

Conversely, the lower the precision and recall values, the 

lower the accuracy values generated and confirmed in this 

study [24]. Table 4 compares the random forest algorithm's 
accuracy, precision, recall, and f1 score with and without the 

grid search cv technique. These results were found because 

the grid search cv method generates the best model 

parameters to predict the data more accurately, affecting the 

results. The better the resulting parameters, the higher the 

accuracy value is. It can be determined that the grid search cv 

method can improve the accuracy of breast cancer data. 

IV. CONCLUSION  

According to the investigation findings, the random forest 

algorithm can be used to diagnose malignant and benign 

breast cancer using previous data. It is possible to say that 

diagnosis using random forest with grid search cv is more 

accurate than diagnosis without grid search cv. And grid 

search cv yields an accuracy of 0.9545, whereas the prediction 

model without grid search cv yields 0.9480. The grid search 

cv increased the accuracy value by 0.0065. Apart from higher 

accuracy values, the precision, recall, and f1_score values of 

the random forest algorithm using the grid search cv method 

were also higher.  
For further research, it is suggested to develop a breast 

cancer dataset using the grid search cv method with other 

algorithms, such as Logistic Regression, Xgboost, SVM, and 

other algorithms or equivalent algorithms with different 

datasets to prove that the grid search cv method can increase 

the accuracy value. 
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