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Abstract— Near-Infrared spectroscopy (NIR) is a non-destructive analytical technique that can provide chemical and structural 

information on samples in a speedy and accurate time. NIR has a wavelength of 750-2500 nm. However, the absorbance bands of the 

NIR spectrum are often broad, non-specific, and overlapping. NIR spectrum analysis requires a multivariate method which is very 

subjective to noise arising from instrumentation. There is no standard protocol in modeling for classification and prediction using NIR 

spectra. Several models have been developed with and without pre-processing techniques. The SMOTE technique can improve the 

model to predict all class responses accurately. This research contributes to creating a multiclass classification model for grouping 

mango cultivars by finding the best pre-processing technique and using SMOTE oversampling. The results of the four test scenarios on 

the model's performance built using the Support Vector Machine (SVM) that the best model is obtained using spectral transformations 

with LSNV and CLIP operations with 100% accuracy, precision, and recall values. The Decision Tree (DT) has the performance results 

in 100% model was obtained by using spectral transformation with LSNV, CLIP and SAVGOL operations with parameters 

{'deriv_order': 0,1, 2, 'filter_win': 11, 13, 'poly_order': 3}. Using SMOTE has better accuracy than without pre-processing, with an 

accuracy of 92% on SVM and 94% on DT. In comparison, the combination of SMOTE and Spectral Transformation gives classification 

results for SVM and DT with the same accuracy of 96%, better than using SMOTE only. 
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I. INTRODUCTION

Technological advances have encouraged innovation in 

technology development to determine fruit's characteristics 

and quality non-destructively [1]. This technology can 

quantify fruit quality based on the classification of external 

and internal factors that the human senses cannot detect. The 

current quality determination method is mostly carried out 

destructively, which requires time, effort, cost, and there is a 

bias factor due to human subjectivity [2]. So, measuring 

quality and destructive detection is not suitable to be applied 
in the industry. The non-destructive quality measurement 

method is more effective based on the correlation between the 

physical properties of the fruit associated with the fruit quality 

factor. The use of non-destructive equipment produces more 

consistent results than human labor, thereby minimizing the 

chance of errors in deciding fruit quality [3]. 

The application of Near Infrared Spectroscopy (NIR) by 

utilizing infrared rays is not new, and NIR spectroscopy was 

developed in 1950 in the industrial field, which focused on 

analyzing the chemical content of materials [4]. NIR 
spectroscopy has begun to be widely used to analyze moisture, 

protein, and fat content in agricultural and food products. NIR 

spectroscopy is a non-destructive analytical technique 

capable of providing chemical and structural information on 

certain samples in a swift time (less than 1 minute). NIR has 

a wavelength of 750-2500 nm, the target sample is illuminated 

with light, and the reflected light or backscatter is measured 

with a spectrometer. Horticultural products can also use this 

NIR method in grading, sorting, internal quality, and 

determining harvest time [5]. Determination of the quality of 

horticultural products can be done non-destructively by using 

NIR spectroscopy that has been applied to watermelon [6] and 
melon [7], using spectral for detection Lycopene Content in 

Tomato [8], detection of mango quality [9], [10]. 

There is no standard protocol in modeling for classification 

and prediction using the NIR spectrum. Several models have 

been developed with and without pre-processing techniques. 

Support Vector Machine (SVM) is the most widely used 
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algorithm in prediction models, classification, and regression 

for fruit quality detection and fairly good accuracy. Detection 

of black tea quality using standard normal variate (SNV) 

spectral transformation and Savitzky Golay combination with 

first derivative and SVM algorithm [11]. Pear hardness 

measurement using SNV spectral transformation and first-

derivative with SVM [12]. 

Spectral transformation technique can improve model 

performance [13]. These techniques include Smoothing, 

Scatter Correction, Trimming, Clipping, Resampling, and 

Derivatives. The order of pre-processing operations applied 
can affect the performance of the model [14]. Smoothing aims 

to smooth the spectral and help remove noise. Scatter 

correction aims to counteract the effects of particle size. 

Trimming allows the extraction of continuous and non-

continuous wavelength regions from full spectral data. 

Clipping aims to remove or replace data points with values 

that exceed a user-defined threshold. Resampling processes a 

new spectral resolution using the Fourier method, combining 

the obtained spectral with several devices having different 

spectral resolutions.  

A Balance class is a condition of unbalanced distribution 
between classes in a dataset, where one class has a very large 

amount of data (majority class) compared to the other class 

(minority class) [15]. The large difference in the amount of 

data between classes can result in the classification model 

often not being able to predict the minority class correctly so 

that many test data that should be in the minority class is 

predicted wrongly by the classification model [16]. One of the 

methods used to overcome the imbalanced class problem is 

sampling. The sampling method modifies the distribution of 

data between the majority and minority classes in the training 

dataset to balance the amount of data for each class [17]. One 
of the sampling methods that is often used is the Synthetic 

Minority Oversampling Technique (SMOTE). 

The aims of this study are (1) to investigate the effect of 

the performance of the spectral transformation method and 

the most optimal operation on the dataset; (2) to find out the 

effect of data balance on the model; (3) to explore the optimal 

machine learning classification model based on the 

application of spectral transformation and data balance. 

II. MATERIALS AND METHOD 

The research stages include dataset preparation, pre-

processing or spectral transformation to obtain the most 

optimal data to support the model, SMOTE to deal with class 

imbalances, splitting the data into training data and testing 

data, developing models, and evaluating the model to find out 

the best model. The modeling compared the support vector 

machine (SVM) and the decision tree algorithm. To determine 

the performance of the classification model by evaluating the 

model with four scenarios are (1) without any treatment; (2) 

apply SMOTE; (3) apply spectral transformation; (4) apply 
SMOTE and spectral transformation. The relationship 

between stages can be seen in Figure 1. 

 

 
Fig. 1  Research Method 

A. Dataset 

The dataset used is derived from research results [18]. A 

total of 186 whole mango samples from 4 different cultivars 

(Cengkir, Kweni, Kent, and Palmer) were taken using near-

infrared spectral obtained in the form of absorbance with 

wavelengths from 1000 to 2500 nm. The number of samples 

of cultivar Cengkir 18, Kweni 29, Kent 85, and Palmer 54. 

This dataset is accessible 

https://data.mendeley.com/datasets/b9d6s7hr33/1. 

B. Pre-processing 

The purpose of data pre-processing is to reduce the 

physical properties in the spectrum to reduce the variability 

caused by light scattering nonlinearity and improve the model 

to be used [19]. The spectral transformations used are 

resampling, clipping, smoothing, derivative, and scatter 

correction in smoothing using Savitsky Golay filtering with 

parameters: filter windows (7, 11, 13), order of the 
polynomial = 3, and order of the derivative (0, 1, 2). Scatter 

correction uses several operations are multiplicative scatter 

correction (MSC), standard normal variate (SNV), robust 

normal variate (RNV), normalization, baseline, detrend, 

localized version of SNV (LSNV), and the extended version 

of MSC (EMSC). The use of the spectral transformation 

method in more detail can be seen in Table 1. 

The MSC method is to draw spectral sample points to 

approach the reference spectrum by utilizing the results of 

estimating simple linear regression parameters and can 

eliminate the variation between spectra by correcting the 

scatter position of each intensity value of each replication to 
the scattering position of the average intensity of the entire 

replication [20]. The SNV method removes the scattering 

effect from the spectrum by centering and adjusting the scale 

of each spectrum [21]. The RNV method is more suitable for 

data with much noise by using the concept of correction based 

on the median value and the interval between quartiles [22]. 

The spectral normalization method uses a certain range of 

values and usually applies to Euclidean. In principle, the 

baseline method uses the average of the central values of the 

spectral. The concept of the LSNV method is SNV with the 

principle of division operation on the spectral window. The 
EMSC method is almost the same as the MSC, but in EMCS, 

it considers linear and quadratic corrections. All methods and 

operations of this spectral transformation were compared to 

the model to obtain the most optimal accuracy—the use of 

spectral transformation techniques is one factor in improving 

the model's performance. 
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TABLE I 

SPECTRAL TRANSFORM METHODS 

Method Operation Parameter Value 

Resampling RESAMPLE Rasio 0.8 
Clipping CLIP Threshold 

substitute 
1e4 
None 

Smoothing SAVGOL filter_win 
poly_order 
deriv_order 

7, 11, 13 
3 
0, 1, 2 

Scatter 
Correction 

MSC 
SNV 
RNV 
NORML 
BASELINE 
LSNV 
EMSC  

 
 
iqr 

 
 
75-25, 
90-10 
 

C. SMOTE 

This study identified that the dataset used has class 

imbalance problems, so an over-sampling method is needed 

to overcome the imbalanced class problem. The method that 

can be used is SMOTE. SMOTE is an over-sampling method 

in which the data in the minority class is reproduced using 

synthetic data derived from data replication in the minority 

class. Over-sampling in SMOTE takes an instance of the 

minority class and then looks for the k-nearest neighbor of 
each instance, then generates a synthetic instance instead of 

replicating the minority class instance; therefore, it can avoid 

the problem of excessive overfitting [23]. The algorithm that 

works on the first SMOTE differentiated the vectors of the 

features in the minority class and the nearest neighbor values 

from the minority class and then multiplied that value by a 

random number between 0 to 1. Next, the calculation results 

are added to the feature vector so that the vector value results 

are obtained from the new one [24]. 

The proposed model was validated by two experimental 

scenarios that were carried out, namely using the SVM and 
Decision Tree algorithm approaches, and each was used for 

modeling without considering class imbalance, and secondly, 

SMOTE oversampling was carried out to increase the number 

of datasets in order to achieve a balanced dataset. 

D. Modeling 

The modeling developed in this research is classification. 

The developing model group was based on NIR spectral in 4 

classes of mango cultivar. Classification is a multivariate 

technique for separating different sets of objects and 
allocating new objects into predefined groups. A good 

classification method resulted in less misclassification. It is 

necessary to use the right method to perform the classification 

accuracy. Support Vector Machine (SVM) is one method that 

can perform classification. SVM is a technique for finding 

hyperplanes that can separate two data sets from two different 

classes [25]. SVM has advantages, including determining the 

distance using a support vector so that the computational 

process becomes fast. The learning process in SVM aims to 

obtain a hypothesis in the form of the best dividing field that 

minimizes empirical risk, namely the average error in the 
training data and provides good generalization. 

Generalization is the ability of a hypothesis to be able to 

classify data that is not contained in the training data correctly. 

The principle of SVM is a linear classifier and then 

redeveloped so that it can work on non-linear problems using 

the kernel trick method, which looks for a hyperplane by 

transforming the dataset into a vector space with larger 

dimensions (feature space) using a kernel function which then 

was classified and performed on the feature space. 

Determination of the kernel function used affected the 

classification results [26].  

The decision tree is one of the most popular classification 

methods because it is easy for humans to interpret. The 

decision tree is a predictive model using a tree structure or 

hierarchical structure [27]. The concept of a decision tree is to 

convert data into a decision tree and decision rules. A 
Decision Tree is used to study the classification and 

prediction of patterns from data and describe the relationship 

of the attribute variable x and the target variable y in the form 

of a tree. The decision tree resembles a flowchart where each 

internal node (a node that is not a leaf or the outermost node) 

is a test of attribute variables; each branch is the test result, 

while the outermost node, namely the leaf, is the. The main 

benefit of using a decision tree is its ability to break down 

complex decision-making processes into simpler ones to 

interpret solutions to problems [28] better. 

Decision trees are also useful for exploring data finding 
hidden relationships between many potential input variables 

and a target variable. Decision trees combine data exploration 

and modeling, so they are great as a first step in the modeling 

process, even when used as the final model of some other 

technique. Another advantage of this method is eliminating 

unnecessary calculations or data. The existing samples are 

usually only tested based on certain criteria or classes [29]. 

E. Model evaluation  

A confusion matrix was used to measure the classification 
model's performance using a. The confusion matrix, also 

known as the error matrix, provides information on the 

comparison of the classification results performed by the 

model with the actual classification results [30]. There are 

four terms representing the results of the classification 

process in the confusion matrix, namely True Positive (TP), 

True Negative (TN), False Positive (FP) and False Negative 

(FN). TP is positive data that is predicted to be correct, TN is 

negative data that is predicted to be correct, FP is negative 

data but is predicted to be positive data, and FN is positive 

data but is predicted to be negative data. 
The confusion matrix can calculate various performance 

metrics to measure the performance of the model that has been 

made, some of which are often used, namely accuracy, 

precision, and recall. Accuracy describes how accurately the 

model can classify correctly. Precision describes the level of 

accuracy between the requested data and the prediction results 

provided by the model. Recall describes the success of the 

model in retrieving information. 

III. RESULTS AND DISCUSSION 

The NIR spectral dataset of 186 samples with a wavelength 

of 1000 to 2500 nm can be seen in Figure 4a. Several 

absorption peaks can be found from the original transmittance 

spectrum. The mango dataset consists of 4 cultivars, so the 

multiclass classification method was used in this study. The 

following are the results of measuring the model performance 

from the four scenarios with the distribution of training data 

and testing data of 70 and 30. 
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A. Modelling without pre-processing 

The classification of NIR spectrum data processing using 

SVM without pre-processing has resulted in a fairly good 

accuracy of 90%, class classification errors of 6 Kent cultivars, 

which are actually Palmer cultivars. The results of the 

classification using DT without pre-processing resulted in 

higher accuracy than SVM, which was 94%, with an incorrect 

guess of 4 Cengkir cultivars, which should have been Palmer 

cultivar. The confusion matrix results in more detail can be 

seen in Table 2.  

 

TABLE II 

CONFUSION MATRIX RESULTS WITHOUT PRE-PROCESSING AND USING SPECTRAL TRANSFORMATION 

Algorit

hm 
Class 

Prediction Without Pre-Processing Prediction 
Using Spectral 

Transformation 

C K Kw P 
Accur

acy 

Precisi

on 
Recall C K Kw P 

Accur

acy 

Precisi

on 
Recall 

SVM 

Cengkir (C) 6 0 0 0 

0,90 0,96 0,92 

5 0 0 0 

1 1 1 
Kent (K) 0 28 0 0 0 26 0 0 

Kweni (Kw) 0 0 10 0 0 0 13 0 

Palmer (P) 0 6 0 12 0 0 0 18 

DT 

Cengkir (C) 6 0 0 0 

0,94 0,9 0,94 

5 0 0 0 

1 1 1 
Kent (K) 0 28 0 0 0 26 0 0 

Kweni (Kw) 0 0 10 0 0 0 13 0 

Palmer (P) 4 0 0 14 0 0 0 18 

 

B. Modeling with oversampling SMOTE 

By applying SMOTE oversampling, the amount of data 

between classes is balanced with the number of 85 mangoes 

in each class. Cengkir cultivars, which originally had 18 data, 

Kweni had 29 data, and Palmer originally had 54 data, were 

equated with the total data of Kent, which was 85 data. The 
results of the classification of NIR spectrum data processing 

using SVM with the application of SMOTE oversampling 

improved the classification accuracy of 92% compared to 

those without pre-processing, the class grouping error of 1 

Palmer cultivar, which was actually a Cengkir cultivar, 1 

Cengkir cultivar which was actually a Kent cultivar and the 

supposed Palmer cultivar was predicted to be 2 cultivars Cup 

and 5 Kent. 
The results of the classification using DT with the 

application of SMOTE oversampling improved the 

classification accuracy of 94% compared to those without 

pre-processing, class classification errors were 1 Palmer 

cultivar and 1 Kent cultivar, which was Cengkir cultivar, 3 

Palmer cultivar which was Kent cultivar and 1 Cengkir 

cultivar which was supposed to be Palmer. The confusion 

matrix results in more detail can be seen in Table 3. 

TABLE III 
CONFUSION MATRIX RESULTS USING OVERSAMPLING SMOTE AND SPECTRAL TRANSFORMATION 

Algorithm Class 
Prediction Using Oversampling SMOTE Prediction 

Using Oversampling SMOTE 

and Spectral Transformation 

C K Kw P Accuracy Precision Recall C K Kw P Accuracy Precision Recall 

SVM 

Cengkir (C) 27 0 0 1 

0,92 0,92 0,92 

25 3 0 0 

0,96 0,97 0,96 
Kent (K) 1 27 0 0 0 28 0 0 

Kweni (Kw) 0 0 29 0 0 0 29 0 

Palmer (P) 2 5 0 21 0 1 0 27 

DT 

Cengkir (C) 26 1 0 1 

0,94 0,94 0,94 

27 0 0 1 

0,96 0,96 0,96 
Kent (K) 0 25 0 3 0 27 0 1 

Kweni (Kw) 0 0 29 0 0 0 29 0 

Palmer (P) 1 0 0 22 0 3 0 25 

 

C. Modeling with spectral transformation 

The NIR spectrum data processing classification results 

using SVM with the application of spectral transformation 

methods, namely Smoothing, Scatter Correction, Clipping, 

Resampling, and Derivatives and their combinations, 
operations, and parameters of these methods, can be seen in 

Table 1. Using the Nippy library with Python, the results 

obtained classification with an accuracy value of 100%, 

where the use of the Clipping and Scatter Correction method 

with LSNV operation provides the most optimal results for 

SVM. The results of the DT classification with spectral 

transformation using the Clipping and Scatter Correction 

method with LSNV operation also produce 100% accuracy 

without class prediction errors using the Clipping, Scatter 

Correction, and Smoothing methods. The confusion matrix 

results in more detail can be seen in Table 2. 

The classification accuracy calculation process using SVM, 

and DT combined with 5 spectral transformation methods 

gave varying results. Some even had worse accuracy with 

accuracy values without pre-processing. Therefore, it is very 

important to adapt spectral transformation methods and 

operations to the data. Experiments were carried out on all 
spectral transformation operations to obtain the most optimal 

accuracy results in the classification using SVM. First, testing 

is carried out on each operation and its parameters. The results 

of the spectral transformation operation with the best 

accuracy are then combined with other operations. The results 

of 2 combinations of spectral transformation operations are 

then combined with other operations. And so on until the most 

optimal accuracy value is obtained. 
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Fig. 2  Comparison of Combination of Spectral Transformation toward Accuracy on SVM 
 

Figure 2a describes the results of applying one spectral 

transformation operation on SVM. Spectral transformation 

operations that produce higher accuracy values than those 

without pre-processing are RESAMPLE with 92% accuracy 

and LSNV with 98% accuracy. The accuracy value is 90%, 

the same as without pre-processing for other operations. The 

LSNV operation as the spectral transformation operation with 

the highest value is then combined with other operations. 
Accuracy results from 2 combinations of spectral 

transformation operations on SVM have reached 100% 

accuracy using LSNV and CLIP operations with 

threshold=10000. While the other combinations with a 

maximum accuracy value of 98%. By obtaining the most 

optimal spectral transformation operation, the next 

combination achieved optimal again, at least by using two 

combinations of spectral transformation operations, namely 

LSNV and CLIP. The accuracy results of 2 combinations of 

spectral transformation operations on SVM can be seen in 
Figure 2b. 

 

 

Fig. 3  Comparison of Combination of Spectral Transformation toward Accuracy on DT

Figure 3a describes the results of applying one spectral 

transformation operation to DT. Spectral transformation 
operations that produce higher accuracy values than those 

without pre-processing are BASELINE with 95% accuracy 

and LSNV with 97% accuracy. For other spectral 

transformation operations, the accuracy value is lower than 

the accuracy value without pre-processing, which is 92%. The 

LSNV operation as the spectral transformation operation with 

the highest value is then combined with other operations. 
Accuracy results from 2 combinations of spectral 

transformation operations on DT that have increased, namely 

LSNV and SAVGOL operations with parameters 

{'deriv_order': 2, 'filter_win': 11, 'poly_order': 3} with an 

accuracy value of 98%. While the combination of LSNV with 
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other spectral transformation operations, the maximum 

classification accuracy value is 95%. Accuracy results with 

two combinations of spectral transformation operations on 

DT can be seen in Figure 3b. Next is to perform three 

combinations of spectral transformation operations using 

LSNV and SAVGOL as operations with the best accuracy on 

two combinations of spectral transformation operations 

combined with other spectral transformation operations. The 

combination of 3 spectral transformation operations has 

achieved 100% accuracy by using LSNV, CLIP with 

threshold=10000 and SAVGOL with parameters 
{'deriv_order': 2, 'filter_win': 11, 'poly_order': 3}, 

{'deriv_order' : 1, 'filter_win': 11, 'poly_order': 3}, 

{'deriv_order': 2, 'filter_win': 13, 'poly_order': 3}, and 

{'deriv_order': 0, 'filter_win': 13, 'poly_order': 3}. Three other 

combinations of spectral transformations with a maximum 

accuracy value of 98%. By having obtained the most optimal 

spectral transformation operation, the next combination 

achieved optimal again, at least by using three combinations 

of spectral transformation operations, namely LSNV, CLIP, 

and SAVGOL. For the accuracy results of 3 combinations of 

spectral transformation operations on DT, it can be seen in 
Figure 3c.  

D. Modeling with Oversampling SMOTE and Spectral 
Transformation 

The results of the classification of NIR spectrum data 

processing using SVM with the application of SMOTE 

oversampling and spectral transformation, where there is a 
balance of the amount of data in the class and the use of 

Clipping and Scatter Correction methods with LSNV 

operations, produces a classification accuracy value of 96%. 

The class classification error is 3 Kent cultivar, Cengkir 

cultivar, and 1 Kent cultivar, Palmer cultivar. The 

classification results using DT also produce a classification 

accuracy value of 96%. Class classification errors are 1 

Palmer cultivar, Cengkir cultivar, 1 Palmer cultivar, which is 

Kent cultivar, and 3 Kent cultivar, which should be Palmer. 

The confusion matrix results in more detail can be seen in 

Table 3. The performance of classification accuracy with 
SVM and DT has the same value, and both are more or less 

good than using spectral transformation alone. However, the 

accuracy value is higher than without pre-processing and the 

use of oversampling SMOTE. 

 

 
Fig. 4  Comparison of Spectral Curves after using Spectral Transformation 

 

The spectral transformation has a significant influence in 
increasing the accuracy of the classification model. In the four 

test scenarios, the classification results with appropriate 

spectral transformation methods and operations achieved 100% 

accuracy. The best spectral transformation results with 

Clipping and Scatter Correction methods with LSNV 

operation for modeling with SVM can be seen in Figure 4b, 

and for DT modeling can be seen in Figure 4c. The spectrum 

peaks are clearly visible in both images, making it easier for 

the model to classify. 

Table 3 compares four SVM and DT algorithms scenarios 

with performance measurements based on accuracy, precision, 
and recall. With the model built by SVM and DT, the best 

performance with the application of spectral transformation, 
the application of SMOTE oversampling and spectral 

transformation, the application of SMOTE oversampling, and 

finally without pre-processing.  

IV. CONCLUSION 

Spectral treatment is needed to improve the accuracy of the 

classification model of 4 classes of mango cultivars based on 

NIR spectroscopy. Treatment with SMOTE oversampling can 
improve classification accuracy in SVM and DT algorithms. 

Treatment with spectral transformation using five 

combinations of methods obtained an optimal classification 

1052



accuracy of 100% on SVM using clipping and scatter 

correction methods, namely LSNV, while in DT using 

clipping, scatter correction, and smoothing techniques. When 

the application of the spectral transformation is optimal with 

SMOTE oversampling, the classification accuracy is not 

better. Spectral transformation treatment in classification 

modeling significantly affects accuracy due to the non-

specific, overlapping, broad nature of the NIR spectrum and 

the presence of noise arising from the instrumentation of the 

device during data collection. Although the SMOTE 

oversampling effect causes more data sets and more diverse 
opportunities for incorrect predictions between classes, it has 

increased classification accuracy compared to no pre-

processing. The SMOTE oversampling technique can be used 

when data classes are imbalanced in the classification.  
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