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Abstract— The main intention of proposing an alternnative technique is to ensure consistency is been upheld besides successfully
reducing the file. Of all the reduction techniques available currently, only normal parameter reduction has managed to address the
issue of consistency at optimal and suboptimal level. In this paper, we initiated another form of reduction known as hybrid reduction
by complementing the normal parameter reduction with object reduction. It has already demonstrated that the proposed hybrid
reduction has successfully reduced data by 55% with the sample used, thus proving that it as a good alter native for the process of
decision making using less amount of data.
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methods to illuminate features, which would be readily
apparent in small datasets [21]. Besides that, we also need to
Nowadays, the soft set theory as one of the mathematicakbnsure that the data in reduced form is still considered as
principles has been applied in solving problems related toquality data [22].
issues of uncertain data the soft set theory [1]. The soft set The main motivation of our study is to present a new
theory was initiated by Molodtsov in 1999. approach to reduction based on soft set theory. As most of
In past years, the soft set theory has been actively studiedthe contribution to data reduction in soft set theory are based
It has included researches in the fields of the fundamentalon parameter reduction, object reduction has never been
of soft set theory, soft set theory in abstract algebra and softliscussed. There are times when objects that exist in the
set theory for data analysis. The study of data reduction isdataset are of a non-quality material, but cannot be ignored
vital, especially in the field of decision making [1]-[11]. as in [2]-[4]. This issue has been tackled in this study by
Besides that, numerous researches have been developegiminating or partitioning certain columns or rows that
rapidly in meeting the numerous demands in real-world adhere to our definition of dispensable objects and
situations especially with regards to soft set applicationsparameters.

[12]-[14], data mining [15], [16] and so forth. Application of soft sets in a decision-making problem
The soft set theory also has an impact in the field of datawith the help of rougtsets is presented [1]. But the main
reduction [17]-[19] because the importance of the dataproblem is that different proposed dispensable dataset will
reduction in helping to improve decision making with less output different optimal object, which affects the issue of the
amount of data. If a huge amount of information are consistency in decision making. However, the issue of
involved during the process of decision making, then factorsinconsistency has addressed but has only succeeded in
such as processing times and inefficiencies will be the mainachieving consistency at the optimal object level [3].
issues. Therefore, opting for a lesser amount of data to beAlthough able to maintain consistency, but it has not been
processed will be a better alternative. able to reduce data substantially [4]. In our paper, supported

In order to perform reduction, one may encounter this sets are used to derive maximal support. The obtained
problem. For a particular property, whether all the attributes maximal supported set will be instrumental in our proposed
in the set of attributes are always necessary to conserve thigeduction whereby column reduction will be complemented
property [20]. The need of sophisticated examination by row reduction. We have also proven that the proposed

I. INTRODUCTION
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hybrid reduction performs better in terms of data size and Thus, for any set of attributes that preserves partition is

consistency. known as the reducts. One of the properties of reducts is
The rest of this paper is organized as follows. Section | known ascore

describes the concept of reduction in rough set theory.

Section | also describes the fundamental concept of soft seDefinition 3: (See [2]) Let S=(U,AV, f) be an

theory. Section Il presents the analysis of previous works oni,sormation system and let B be any subsets of A. The core of

data reduction and decision making in the soft set theory. Ang is the intersection off all reducts.

alternative technique of data reduction and decision making

based on hybrid reduction using supported sets is introduced

in section II?/. And we conclude gur vr\)/grks in section V. CoreéB) —ﬂRec(B) (1)

A. Rough Set Theory Since the core is the intersection of all reducts, it is thus
approximations in an information system. A pair of dual set indispensable attributes Bf

approximations is used to approximate rough subseft of _theD_ Soft Set Theory

set of objects is called a lower and an upper approximation

in term of these equivalence classes [23]. Throughout this sectionl is referred as the initial

universe E is a set of parameters amu)  is the power set
B. Information System of U.

An information system[11] is a 4-tuple (quadruple),
S=(U,A,V, f) where U is a non-empty finite set of Definition 4: (See [2])A pair(F, E) is called a soft set over

objects A is a non-empty finite set of attributeg = U,V - U whereFisamapping given 5. E PU)
V, is the domain (value set) of attribwte f: Ux A - V is
a total function such that f(u, a)mva , for every

(wa)OUxA is identified as information (knowledge)

function.
Every non-empty subset ofA induces unique
indiscernibility relation denoted byND(B) that is induced

by the set of attributéB, is an equivalence relation that peginition 5: |If (F,E) is a soft set over the universe U, then
eventually induces a unique partition. The induced partition . ' . .
if S=(U,AVj,y f). thus (F,E) is the binary-valued

of U, IND(B) in S=(U,A,V, f) is denoted by /B and .
the equivalence class in the partitith/ B consisting of information system.

A soft set, in other words, is the parameterized family of
subsets of the univerdé ForsOE , F(g) can be regarded
as the set of -elements of the soft @ét E) . It can also be

considered as the set 6f -approximate elements of the soft
set, instead of a (crisp) set.

x0U, denoted b{/X]B . ThUSlND(B)=ﬂaDB IND{a} is Based on the Definition 5, for an information system
obtained. based on the binary-valued system, it can then be easily

represented as a soft set. Thus, we can make a one-to-one
C. Reducts and Core correspondence  between (F,E) over U  with

A reductis identified as the minimal set of attributes that g= (U’A’\/{Ol}f f),
uphold the indiscernibility relation. Acore is the most ’
common parts of all of the identified reducts that is E. Analysis of Reduction Techniques

presented by the following preliminaries definitions. In the following section, we will highlight the

o achievements from techniques proposed [2]-[4]. As an
Definition 1. (See [2]) Let S=(U,AV,f) be an illustration, let we consider the following case.
information system and let B be any subsets of A. If all its
attributes are indispensable, then B is called independentExample 1. Let a soft Set(F, E) represents studies on
(orthogonal) set. patients treated at a hospital. Let assume that there are 15
The ab defirit tates tHar  of . patients that are undergoing for gastric cancers treatment in
e above definition states any set of parameters : : —
that were not dispensable, it should never be considered atthe universel) with U {ul,uz, ,u14}, and the set O_f
all in the process of reduction. If this is not heed, then theParameters that represent the symptoms and categories of
produced analytical results are no longer reliable to be used@stric cancer ase={ p, p,, p, p,, ps, ps} - FOr the mapping
in the process of decision-making. of F:E - P(U) governed by “symptoms observgp 7,
where([) is to be filled in by one of the parame{srsE

Definition 2: (See [2]) Let S:(U’A'V’ f) and let B be  Ag an example, thus the overall approximation can be
any subsets of A. A subdet* of B is a reduct of @3 if isrepresented as in Fig. 1.

independentand)/ B*=U /B.

1033



indigestion={ u, , u,, Uy, Uy, Uy, From such partition, the optimal objects will be
nappetite={ U ,u,,u,, Uy, UL}, {u,,up,,u,,} as denoted by the maximum value of{}
abdominatliscomfort = { u,,u,,u,,,u,,}, has been identified as the sub-optimal._ It ha_s been defined
that any subset df that will produce partition similar to the
partition y ; p will be regarded as attribute reductiorofl].
The partition induced bR O U s still

(FE)= fatique = { u,, U3, Uy},
Hoating :{ u,4y,u,%,Y ,ug,ulo,ull,ulz,ulg},

’ il y il U, H u ) u y u y u y
Busea:{qt&wtge781o 11} )
u12’u13'u14
Fig. 1 The soft set P {{ua} {ug, wiz, wis} {ug, us, us, uz, ug, ugo, us1d,
. . . {ug, uss}, {ura}} 3)
The previous example can be represented in the following
Boolean-valued information system. and an invariant tey /P and therefore can be considered as
TABLE | an attribute reduct d&. Optimal objects are stilu, u,, U, }
TABULAR REPRESENTATION OF ASOFT SET FROMEXAMPLE 1 denoted by the maximum value of 4. While the values for
the suboptimal object are
UIP | p,|p, | Ps| Pyl ps|ps| () > ; -
{ u, u, Ug U, U, Ug U, U, U} Which are different
U 1 1 cjpojojo 2 from suboptimal derived frorg, i.e., u, .
u2 1 1 1 1 1 1 6 . . .
G. Analysis of Attribute Parameter Reduction
Us 17171001 1 4 A new idea has been introduced to the process of decision
making in soft set theory by introducing the concept of
u 0 0 0 0 1 1 2 . R
4 parameter reduction. The concept of parameterization
Ug 0 0 0 0 1 1 2 reduction of soft sets is based on the situation such that
BOE is called a reduction of if B is independent and
Ug ofofoflof 1|1 2 M, =M, [3].
u, ol oo o] 1] 1 2 For f.(h)= >.hy Wwhere h; are entered into the
Ug oy o000 1} 1 2 collection of (F,E) andM, as the maximum value b
Ug ol ol ol ol o] o 0 represents the collection of objectstin A E has been
0 ol ol ol o 5 defined as a dispensable set, Nf__, =M_ [3]. In our
10 e example based on Example 1, we have obtained that
U, ololoflo| 1| 1| 2 Mg ={u,,u,,,U.}. Then, we lets={p,, p, p,} thus we
U, 11 1| 1] 1] 1] s have Mq, . o1 ={u,upu b and Meg, o1 =M.
Ups 11111 1! 11 1 6 Therefore, S:{ 0, Pss p4} , can be considered as a
ol ol ol 2l ol 1 ) parameter reduction.
u, In [3] has succeeded in gaining consistencies for optimal
Uys ol ol ol ol ol o 0 object selection, but failed in upholding consistency for
suboptimal objects. The choice for suboptimal objects is
F. Analysis of Attribute Reduction {uuu, uwuu,uugu,u,} . which were different

The concept of data reduction and decision making by from suboptimal derived frorg that is{ug} .
means of the soft set theory was firstly proposed [2]. Firstly,
it identified reduct soft sets using Pawlak’s rough reduction. H. Analysis of Attribute Parameter Reduction
Then, one of the identified reduct soft sets is used for the The main Objectives of normal parameter reduction are to

decision making. The determination of the decision from the provide Consistency in Seiecting an Optimai and Suboptimai

objects is based on the computed maximal weighted value. gbject for any set of reduct. It has maintained the same
One of the major drawbacks is data inconsistency sincepartitions of objects by defining that

the identified reduct soft sets are not similar and thus will _ _ . _
definitely yield different maximal weighted value from the fA(ul) - fA(uZ) T fA(un) implies C = Ce_p
identified reduct soft sets. Based on the proposed algorithmfor the case ofA as dispensable [4].

using Pawlak’s rough reduction, it will allude to; p where In  the case that for AOE if
U={ R, P P P B, P} @S shown in the following example £, (u )= f,(u,)=...= f,(u ) implies C.=C. , .
(2] then A is calleddispensable setFor this definition, it has
U used the normal parameter reduction to indidate A [4].
7= ({3, {up, Ugn, Ugs}, {Uy, Us, Ug, Uy, Ug, Ugg, Uge ), The decision partition derived is as follow
{uo, uss} {ura}} (2)
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{{ug, g, uqsh {us} {ug, Uy, us, Ug, Uy, Ug, Ugg, Ugp, Ura ) number of objects under consideration in the universenand
{ug, uss}} 4) will be the number of parameters characterizing the objects.
By applying the concept of co-occurrence to an object in the
and{u u Uiz} is the optimal objects ar{d] } will be Boolean-valued information based on soft set theory, we
212 3 propose alternative techniques that are derived from the
the sub-optimal objects. Let assushe{p,} Z[JE . Since supported sets. The main objective of the proposed technique

the decision partition generated after deletiichas not is to ensure that the process of parameter reduction when

changed, that iC. =C Therefoiis dispensable transforming the complex database into a much simpler
g E E-z -

. hus. i h full hat the decisi database for decision making does not cause any changes to
since. Thus, in [4] has successfully proven that the decisionyg pierarchies of the order of the supported set values from
making is consistent when involved with the optimal and

b-obtimal | A b i Table I the objects. This is the most critical agenda when reducing
sub-optimal - values. As can Dbe seen In Table Il o gataset as it ensures that the dataset remains consistent
{uz, ulz,um} as the optimal objects ar{du3} as the sub-  and accuracy has been maintained.

optimal object are still maintained.
Definition 6: Let (F, E) be a soft set over the universe U

TABLE II andu € U. A parameter co-occurrence set of an object u
TABULAR REPRESENTATION OF ASOFT SET FROMEXAMPLE 1 can COO( L) - |{ al E: f(u e) - 1}| )
U/P|p | P| Pl Ps| Ps f() Based on Definition 6the co-occurrence (?f an object will
be based on the accumulative of the object’s parameters.
U 1 1 0 0 0 2
u, 1 1 1 1 1 5 Definition 7: Let (F, E) be a soft set over the universe U
and u€e U . Support of an object u is defined by
u 1 1 0 0 1 3 _ . —
3 supp( Y= ed E: f(ue)=1.
u, 0 0 0 1 1 2 The supported set as defined Befinition 7 defines
supported set group membership. The supported set is a
Usg 0 0 1 0 1 2 ) ) -
representation object of similar co-occurrences.
Ug 0 0 1 0 1 2

Definition 8: We can form ordered supported objects
u, 0 0 1 0 1 2 according to their support value d§ > U, > -+ > Us,
where U; € U .

Ug 0 0 1 0 1 2

Ug 0 0 0 0 0 0 Ordered supported ranked is important in this research as
it will be used to determine the accuracy of the dataset as

Uy 0 0 0 1 1 2 defined in Definition 8. Thudy/; is a collection of objects in

U, 0 0 0 1 1 ) U having the same support i.e. objects of the same support

are grouped into the same class. ObviouslyU; ;o U
u, 1 1 1 1 1 5 andU; n U; = @, fori # i. In other words, a collection of
U/E = {U,,U,,..,U,} is a decision of partition df), so-

Us N 5 called cluster decision &f.

u 0 0 1 0 1 2 The supported set is then ranked according to the
14 supported set value. Thug, is a collection of objects ib

Us 0 0 0 0 0 0 having the same support i.e. objects of the same support are

grouped into the same class. In other words, a collection of
U/E = {U,,U,,..,U,} is a class decision partition &f,
so-called cluster decision @f. All process of reduction

In this section, a new concept of object reduction based onyould have to be referred to the class decision partition.
hybrid reduction will be introduced. The main motivation for Comparison of derived class decision partition, prior to the
making this object reduction is to further reduce the size of process of reduction and after the process of reduction will
the dataset, but at the same time is successful in upholdingge made. If the decision class partition were similar, then the
consistency. suggested set is a valid reduct set.

Firstly, we define the notion of support for an object

based on the co-occurrence of parameters on an objecipefinition 9: Let (F,E) be a soft set over the universe U

Throughout the section, the pa(iF, E) refers to the soft 544 y,ou and the support of an object u is defined by
set over the universd) representing a Boolean-valued sypf ()= card{ &1 E: f(u,e)=1}).

information systenS= (U,A,V{o,l}, f)- Let also assume The supported set as defined Befinition 6 defines

that U:{q,uz,---,u.} and E is a set of decision supported set group me_mpershlp. The supported set is a
] representation object of similar co-occurrences.

Il. MATERIAL AND METHOD

parameters, E={q,g...en} where j will represent the
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Definition 10: For soft set(F,E) over the universe U and permissible to partition it as an entity of optimal objects. By

udU . The ultimate maximum object is defined for an object Partitioning it to a separate entity, the objects that are
u which has the following condition  dispensed from the original collection is part of the process

Carc({eD E: f(u,e)zl})z\E\ where \E\ s the known as objection reduction.

cardinality of E. Definition 17: Any parameter with the notion as most
The optimal object can be defined based on the amount okignificant is an automated choice for to be dispensed.
thecardinality of E.
Parameter reduction based on its significance can be
Definition 11: For soft set(F, E) over the universe U and accomplished if it qualifies the description of either
Definition 11 or Definition 13. By doing so, it will not affect
the process of decision making due to the uniformity of the
values in the objects. The following algorithm presents step-
uItmax(u). by-step in achieving significance based parameter reduction.
If it equals to the maximum number of objects, then it
qualifies to be categorised as altimate maximum object Algorithm: Significance Based Parameter Reduction
which eventually is the optimal object.

ullU . An object u will be the most optimal decision if u
has the ultimate maximum of E and it is denoted by

Input: A non-reduced Boolean table (standar d soft set)
Definition 12: For soft set(F, E) over the universe U and Output: A reduced Boolean table

uldU . The ultimate minimum object is defined for an | Begin
object u which has the following condition

card{ &7 E: f(ue)=0})=|g|.

1.0 Input a soft se( F, E) over a universé&), wherek as the
available parameters used for the descriptiod ahd a

—_ . L representation of F, E) in a Boolean-valued
The above Definition 9 states that if the cardinality count P ( ’ )

for an object is zero, then the object is known as a member information system,S = (U VAV, f )
of the ultimate minimum set. Thus, for any object of such | 2.0 Calculate the summation of each parameter’s value
stature, then it qualifies to be reduced from the dataset. 3.0 if (Z;hi; = IEI)

3.1 The parameter is dispensable
Definition 13: For soft set(F,E) over the universe U and | 4.0 if (3;h;; = 0)

ulJU . An object u will be the most minimal decision if u 4.1 The parameter is dispensable

. . . End
hftls . tf(1e) ultimate minimum of E and it is denoted by Fig. 2 The algorithm of the significance based parameter reduction
ultmin(u).

— . [ll. RESULTS ANDDISCUSSION
Based on Definition 11, any object that has been

designated by the above definition is incapable of further USiNg Example 1 as our example and by referencing to
reduction in its supported value. Therefore, it will be known [4l: the decision partition formed is
as the ultimate minimum set. Any objects from the ultimate

minimum set that is regarded as the most inferior object can J{uZ’u12’u13}’{u3}’ 1
be considered as dispensable and are known as part of the; ; £ — max (5)
process of object reduction. The object that is reduced will {wy g us 0,0 ug 1, 0w o, 0,5}
form as an entity of inferior objects. Tl

The parameter’s support derived for each of the objects
Definition 14: For soft set(F,E) over the universe U, the are as Fig. 3.

least significant parameter is defined as _

leastsige) = > h, =0. Supgu)=6.1=21213
Supfu;)=4, j=3j=3

Definition 15 Any parameter with the notion as least - —

significant is an automated choice for to be dispensed. SUpF(uk) 2,k 1456,78101114
Supdy,)=0, 1 = 915

Definition 16: For soft set(F, E) over the universe the Fig. 3 The support of each parameter

most significant parameter is defined as

: — - As can be seen from Fig. 1, we have identified the
mostside)=>" h =|E|. g

_r . optimal objects argUu,,U,., . For these optimal objects,
Based on Definition 14, any object that concurs to the P : é 2t u”} P J

definition of the ultimate maximum set will always be as where Mg =6 , they can be categorised as the ultimate

identified the optimal object for the decision making. Since , . .
it is already established that for any object that is part of theMaXimum. set. As in the above examp{IeIQ, Uz u13} s the

ultimate maximum set as the optimal object, then it is case of the ultimate maximum set because all the parameters
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are true. All the objects belonged to ultimate maximum [3]
support set are dispensable, and can be reduced by the
process of object reduction. All objects that belong to

ultimate maximum support set are partitioned into separatef4)
data set consisting only optimal objects of the ultimate
maximum set. The concept of ultimate minimum sets can

also be applied t&ug, u15} , since its support value is zero.

We, therefore, have the new decision partition with the two (g,
entities as follow

(5]

.{12;“1/2_:“13 Jlusl 7
U/E= frax
{111:“4:“5:“6:“?=us=u10=u11=u14}_{&}£} (8]

min

(6)

By reducing the ultimate maximum and minimum, the 9]
newly formed decision patrtition is as follow:

[10]
U/ E:{{ L’% '{ U:I.’ U4, U5, u6’ u7' l'18' ulO’ ull’ u14}} (7)
(11]
Let assumeZ :{pg} and LJE . Eis reduced from
E, as observed the decision partition [4] is as follow [12]
U/ E={{ l’k '{ l’h’ U4, U5, u6’ U7, u8' ulO’ ull’ u14}} (8) [13]

By integrating the above-derived decision partition with
the two ultimate entities, we have obtained the same decisior“]
partition

[15]
{12:1113:“13}:{“3}
U/E= e [16]
{ul,u4,u5,uﬁ,u7,USsum:ulls“H}.{uﬁ"Bi,}
min 9

Therefore, Z can be used as part of parameter reduction
from the dataset. It has also been found that the data size hdss]
been reduced to 55% from the original size. Though data has
been reduced by 45%, the optimal, sub-optimal and inferior
objects are consistently maintained. [19]

V. CONCLUSION

As can be seen from our analysis [25], inconsistencies arg20]
the main issue that was neglected [2] as shown in the
irregularities of the value of suboptimal objects. The major
drawback is again inconsistency as shown in the selection
[24] of suboptimal objects. The inferior objects have now
become{ull,uw} instead of{u7} . To this, the problem of

suboptimal choice and added parameter set of a soft set ig3]
analysed. With this technique, the optimal and suboptimal
choices are still upheld. But, data has just been reduced b
17% from its original size [4].

(21]

(22]
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