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Abstract— The high demand for drugs in the last period has caused problems with drug shortages in several pharmacies. Almost all 

pharmacies experience the same problem, causing many people who do not to get their drug needs during the current pandemic. To 

overcome this, analyzing the process of predicting drug demand in the next period is necessary. The prediction process can be used as 

an initial solution in solving problems to see the number of drug demand numbers that will occur. This study aims to develop a predictive 

analysis model for drug demand using a deep learning approach and a classification model. Deep learning is an approach that does well 

in the case of prediction. The classification model also includes the right concept for solving the problem. The prediction and 

classification analysis methods include K-Means clustering, Multiple Linear Regression (MRL), Artificial Neural Network (ANN), and 

Decision Tree algorithms C.45. This method can provide better performance results in the prediction process to get precise and accurate 

output. Prediction results obtained from the learning process provide an accuracy rate of 99.99%. The output of the classification model 

also provides an overview of the knowledge base in the form of a decision tree. The level of classification model testing carried out gives 

the accuracy of the classification pattern of 97.05% so that the analytical model developed can predict future drug demand.  
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I. INTRODUCTION

In the last two years, it can be seen that the Covid-19 
pandemic has not experienced a significant decrease in cases 
[1]. The conditions in several countries are still struggling to 
suppress the rate of positive cases [2]. Several efforts have 
been made, such as lockdowns in several countries, providing 
education to improve health protocols, vaccine programs, and 
administering drugs and multivitamin supplements to 
maintain body resistance to avoid exposure to exposure 
Covid-19 [3]. This condition is in line with the increasing 
demand for drugs in pharmacies, causing new problems in 
drug availability [4], [5]. 

To overcome this problem, the initial solution needed is 
the existence of a predictive analysis process in the case of 
drug demand that will occur in the next period. The predictive 
analysis process can be used as a solution to the problems 
encountered [6]. Various analytical models have been 
developed to present precise and accurate prediction results 
[7]. Prediction models using Machine Learning can be used 
as a solution in decision-making to increase the productivity 
of drug procurement [8]. Other studies also explain that 

mathematical interpretation algorithms in forecasting cases 
are used to deal with drug demand problems [9]. The 
prediction process developed based on a model from sales 
data can be used to predict drug demand [10].  

In previous studies, the resulting prediction process has not 
significantly contributed to the problem. This is based on the 
prediction model used that still looks traditional, so the output 
given still has a fairly high error rate. For this reason, this 
study will develop an existing model by proposing a 
classification model for the prediction process. The methods 
used include K-Means clustering, Multiple Linear Regression 
(MRL), Artificial Neural Network (ANN) with Deep 
Learning, and Decision Tree. The performance of this method 
is expected to provide better results in predicting drug demand. 

K-means is a concept applied to group data with an
essential similarity [11]. In another explanation, K-Means is 
an approach that can solve problems by dividing the sample 
into data sets [12]. The clustering method can be applied to 
generate patterns used in the prediction process [13]. MRL 
analysis is a method that can measure the level of influence of 
the relationship between predictors and outcomes. MRL is an 
analytical method that can improve the prediction process [14]. 
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ANN is the basis of deep learning, which is applied to carry 
out learning with large numbers of data [15]. Implementing 
Deep Learning can produce predictive outputs that have a 
strong relationship with the accuracy value. The results 
obtained also have a high confidence level so that they can be 
used as a reference in decision-making [16]. The Decision 
Tree method in classification results in a pattern of rules [17]. 
The classification model in the prediction case can present the 
output as a decision tree [18]. 

This study aims to develop a predictive process analysis 
model in the case of drug demand. The proposed update is to 
present predictive analysis with a deep learning approach and 
a classification model. Moreover, the implementation of MRL 
analysis is also used to measure the accuracy of the variables. 
In general, the previous prediction process has not yet 
measured the variables, and thus, the results provided have 
not been able to prove the accuracy. In addition, this study 
will also provide output in the form of rules in a decision tree 
that can be used as a reference in decision-making. In the end, 
the results focus on the output of the predictive value of drug 
demand and provide a fairly good analytical model. 

 

II. MATERIALS AND METHOD 

Drug demand research using the concept of deep learning 
provides predictive results with an average accuracy of 92.4% 
based on the data set of the number of drugs. The results 
provided can be used as information that is quite valuable in 
carrying out the drug availability management process [19]. 
In this case, deep learning is a learning concept that is used to 
solve certain problems with better accuracy output [20]. The 
development of deep learning models can be applied to 
solving forecasting problems. The Multilayer network model 
will be a learning architecture to get better output [21]. The 
classification model developed in deep learning is able to 
carry out the classification process [22]. The results given by 
the classification model in deep learning get much better 
results based on the tests carried out [23].  

This research method is used to explain the stages of 
activities that will be carried out in the process of predicting 
drug demand. The dataset used in the prediction process is 
sourced from historical real-time sales data that occurred in 
Kimia Farma Pharmacy, Padang, West Sumatra Province, 
Indonesia, within the last one year. The stages of this research 
can be seen in Fig. 1. 

 
Fig. 1  Research Framework 

 
Figure. 1 explains that the research framework can describe 

the stages of research consisting of several activities. This 
process starts with pre-processing the data and then continues 
with the prediction and classification process of drug demand 
cases that will occur in the next period. The output results are 
presented in the form of information of predictive output and 
a knowledge base in the form of a decision tree. 

A. Data Pre-processing 

The pre-processing process aims to analyze early in the 
prediction, and this is needed to ensure the prediction process 
provides precise and accurate output. The stages in Figure.1 
show that the pre-processing process consists of 2 stages, 
including the clustering process to form a predictive rule 
pattern and the MRL analysis process to prove the accuracy 
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of the variables by performing regression and correlation 
tests. The results of this data pre-processing will be used to 
carry out the prediction and classification process. 

B. K-Means Clustering 

K-Means is a concept used to cluster data. K-Means is an 
algorithm for grouping and is often used in learning [24]. This 
algorithm is very simple and easy to present the data 
collection cluster process [25]. The clustering process is 
carried out using Formula 1 [26]: 
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This formula explains that the mathematical calculation 
process in finding the optimal centroid can be determined 
based on the number of clusters used. To produce optimal 
cluster results, it is necessary to re-analyze to get results that 
do not change. 

C. Multiple Regression Linear (MRL) 

The MRL method is a mathematical technique that can 
carry out the process of analyzing the relationship that occurs 
between variables and the output [27]. The results presented 
can be seen based on the R. Square test in the analysis carried 
out [28]. The analysis output presented can see a significant 
relationship in the data used [29]. The MRL analysis used is 
seen in this Formula 2&3 [30],[31]: 

Yi =β0 +β1xi1+β2 xi 2+β3xi 3.....βp.xip (2) 
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The formula above is a mathematical model in linear 
regression with (Y) as the output and the variable (Xi) as the 
criteria used. The results are presented as a correlation level 
measured by R. Square so that the strength between each 

variable will be a benchmark in carrying out the next analysis 
process. 

D. Deep Learning 

Deep learning is one of the concepts of machine learning 
developed for processing big data [32]. Learning architecture 
can be designed to perform several tasks, such as 
classification, identification, and prediction [33]. Deep 
learning enables predictive serving using a neural network 
architecture consisting of several layers [34]. 

E. Artificial Neural Network (ANN) 

ANN is a computational concept based on human neural 
networks to solve problems. The process is presented as a 
training process to produce a solution [35]. ANN is also a 
technique derived from the mechanism of the human brain 
system [36]. Conceptually, ANN can solve complex problems 
for the best solution [37], [38]. 

F. Classification Decision Tree 

Classification Decision Tree is a method used to produce 
decisions from various problem-solving  [39]. In the same 
explanation, a decision tree is a technique widely 
implemented in classifying data into information in the form 
of a decision tree [40]. The results described can be 
interpreted as a graph consisting of several nodes in each 
attribute. Each set of decision tree results has an output in the 
form of a cover containing one or more classes [41]. 

G. Pre-processing Analysis 

The discussion of this research starts from the pre-
processing analysis stage. The initial process is the clustering 
process of drug demand data. This clustering process aims to 
group data based on dataset variables used in the prediction 
process [42]. The results of the clustering process used some 
data can be seen in Table 1.

TABLE I 
RESULT OF DRUG DEMAND CLUSTER PROCESS 

Group Promotion Packaging Brand Stock Price Sold Out Demand Cluster 

Limited Not Promotion BTL Branded 10 57000 2 2 3 
Potent Drug Promotion TAB Not Branded 360 486111 360 422 1 
Standard Herbal Not Promotion STR Branded 50 161052 19 19 3 
Potent Drug Promotion TAB Not Branded 317 430599 317 322 1 
Potent Drug Not Promotion TAB Not Branded 1190 750420 1190 1252 1 
Potent Drug Not Promotion TAB Branded 1060 500 1060 1200 1 
Potent Drug Not Promotion TAB Branded 100 400 40 40 1 
Standard Herbal Not Promotion PCS Branded 300 2926111 108 108 1 
Limited Not Promotion TAB Branded 370 483783 370 398 3 
Potent Drug Not Promotion TAB Not Branded 995 482914 995 1102 1 
Potent Drug Not Promotion TAB Not Branded 400 246915 130 130 1 
Limited Not Promotion BTL Branded 10 26000 4 4 3 
Potent Drug Not Promotion TAB Not Branded 1000 314818 745 745 1 
Potent Drug Not Promotion TAB Not Branded 400 11047 420 488 1 
Potent Drug Promotion TAB Not Branded 1086 295395 1086 1231 1 
Standard Herbal Not Promotion BTL Not Branded 10 23000 4 4 2 
Potent Drug Promotion TAB Not Branded 1028 247276 1028 1134 1 
Potent Drug Not Promotion BTL Not Branded 100 5500 50 50 1 
Potent Drug Promotion BTL Not Branded 10 35000 6 6 1 
Phytopharma Drugs Not Promotion STR Not Branded 10 15000 3 3 2 
Potent Drug Not Promotion TAB Not Branded 400 426315 190 190 1 
Limited Not Promotion STR Branded 100 166304 46 46 3 
Potent Drug Not Promotion TAB Not Branded 300 110344 290 290 1 
Standard Herbal Not Promotion STR Not Branded 10 13000 6 6 2 
Potent Drug Not Promotion TAB Branded 500 994444 360 360 1 
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Group Promotion Packaging Brand Stock Price Sold Out Demand Cluster 

Potent Drug Promotion TAB Branded 400 781481 270 270 1 
Limited Not Promotion PCS Branded 10 21000 2 2 3 
Limited Not Promotion TAB Not Branded 200 1500 80 880 3 
Limited Not Promotion TAB Not Branded 615 104878 615 700 3 
Potent Drug Not Promotion BTL Not Branded 10 32000 10 10 1 
Potent Drug Not Promotion TAB Not Branded 250 400 250 311 1 
Potent Drug Not Promotion STR Branded 200 187619 105 105 1 
Phytopharma Drugs Promotion PCS Branded 100 266666 30 30 2 
Phytopharma Drugs Promotion BTL Branded 10 28000 1 1 2 

Table. 1 explains that the results of the cluster process 
describe that the high cluster (C1) has 21 items, the medium 
cluster (C2) has 5 items, and the low cluster (C3) has 8 items. 
The results of this cluster will be a pattern in the prediction 
process [43]. Before the prediction process is carried out, the 
pre-processing process continues to test the resulting pattern 
using the MRL method. The MRL work process is able to 
measure the level of correlation between predictor variables 
(X) and prediction output (Y). The results of the correlation 
test process with MRL can be seen in Table 2. Table. 2 shows 
that the results of the R. Square test produced have a 
significant level of relationship between all predictor 
variables (X) and the output (Y) [44]. Based on the output 
obtained, the value of the R. Square test results obtained is 

90.7%. To prove which variables can affect the prediction 
output, the correlation test process for each variable will be 
carried out [45]. The results of the correlation test can be seen 
in Table 3. 

TABLE II 
R. SQUARE TEST RESULTS 

Model Summaryb 

Model R 
R 

Square 

Adjusted 

R Square 
Std. Error  

Change 

Statistics R Square  

1 .952a 0,907 0,882 144,86117 2,239 
a. Predictors: (Constant), Sold Out, Packaging, Promotion, Price, Brand, Group, 
Stock b. Dependent Variable: Demand 

TABLE III 
CORRELATION TEST RESULTS  

Correlations 

  
Group 

(X1) 

Promotion 

(X2) 

Packaging 

(X3) 

Brand 

(X4) 

Stock 

(X5) 

Price 

(X6) 

Sold Out 

(X7) 

Demand 

(Y) 

Group (X1) Pearson 
Correlation 

1 0,279 0,244 -0,017 -0,172 0,137 -0,177 -0,249 

Sig. (2-tailed)   0,110 0,164 0,923 0,331 0,440 0,317 0,155 

N 34 34 34 34 34 34 34 34 

Promotion 
(X2) 

Pearson 
Correlation 

0,279 1 -0,078 -0,041 0,096 0,025 0,132 0,105 

Sig. (2-tailed) 0,110   0,659 0,816 0,590 0,890 0,458 0,556 

N 34 34 34 34 34 34 34 34 

Packaging 
(X3) 

Pearson 
Correlation 

0,244 -0,078 1 0,313 -0,036 .377* -0,078 -0,086 

Sig. (2-tailed) 0,164 0,659   0,072 0,841 0,028 0,660 0,627 

N 34 34 34 34 34 34 34 34 

Brand (X4) Pearson 
Correlation 

-0,017 -0,041 0,313 1 -0,274 0,221 -0,288 -0,331 

Sig. (2-tailed) 0,923 0,816 0,072   0,117 0,210 0,098 0,056 
N 34 34 34 34 34 34 34 34 

Stock (X5) Pearson 
Correlation 

-0,172 0,096 -0,036 -0,274 1 0,208 .977** .927** 

Sig. (2-tailed) 0,331 0,590 0,841 0,117   0,239 0,000 0,000 

N 34 34 34 34 34 34 34 34 

Price (X6) Pearson 
Correlation 

0,137 0,025 .377* 0,221 0,208 1 0,118 0,068 

Sig. (2-tailed) 0,440 0,890 0,028 0,210 0,239   0,505 0,001 

N 34 34 34 34 34 34 34 34 

Sold Out (X7) Pearson 
Correlation 

-0,177 0,132 -0,078 -0,288 .977** 0,118 1 .945** 

Sig. (2-tailed) 0,317 0,458 0,660 0,098 0,000 0,505   0,000 

N 34 34 34 34 34 34 34 34 

Demand (Y) Pearson 
Correlation 

-0,249 0,105 -0,086 -0,331 .927** 0,068 .945** 1 

Sig. (2-tailed) 0,155 0,556 0,627 0,056 0,000 0,701 0,000   

N 34 34 34 34 34 34 34 34 

*. Correlation is significant at the 0.05 level (2-tailed). 

**. Correlation is significant at the 0.01 level (2-tailed). 
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Table 3 shows that the correlation test results for each 
variable can present the level of relationship to the output (Y) 
[46]. Based on the results, it can be seen that a significant 
relationship occurs in the Stock variable (X5) of 0.000 < 0.05, 
the Price variable (X6) of 0.001 < 0.5, and the Sold Out 
variable (X7) of 0.000 < 0.05. This result proves that the 

variable with a significant value < 0.05 indicates that the 
variable is very influential on the output [47]. To re-test the 
results of the correlation test that has been carried out, the test 
process will continue to measure the coefficients of each 
variable on the output. The results of these tests can be 
presented in Table 4.

 

TABLE IV 
COEFFICIENTS TEST RESULTS 

Coefficientsa 

Model 
Unstandard Standard 

t Sig. 
Correlations Collinearity Statistics 

B 
Std. 

Error 
Beta 

Zero-

order 
Partial Part Tolerance VIF 

1 (Constant) 168,514 137,540   1,225 0,231           
Group -50,654 34,433 -0,100 -1,471 0,153 -0,249 -0,277 -0,088 0,778 1,285 
Promotion 18,255 63,815 0,019 0,286 0,777 0,105 0,056 0,017 0,842 1,187 
Packaging 21,623 34,753 0,043 0,622 0,539 -0,086 0,121 0,037 0,738 1,354 
Brand -63,547 57,473 -0,075 -1,106 0,279 -0,331 -0,212 -0,066 0,771 1,296 
Stock 0,168 0,364 0,149 0,461 0,000 0,927 0,090 0,028 0,034 29,074 
Price 0,0031 0,000 -0,040 -0,541 0,001 0,068 -0,105 -0,032 0,658 1,519 
Sold Out 0,861 0,358 0,765 2,407 0,000 0,945 0,427 0,144 0,035 28,198 

a. Dependent Variable: Demand 

Table. 4 can also prove that the coefficient value of each 
variable correlation with output still shows that the Stock 
(X5), Price (X6), and Sold Out (X7) variables can affect the 
output of drug demand. With the results of this analysis, the 
previous network pattern will be updated again to carry out 
the prediction process. 

III. RESULTS AND DISCUSSION 

Prediction of the number of drug requests that will be used 
a deep learning concept approach. Deep learning is suitable 
for use in prediction cases with large numbers of data [48]. 
The deep learning approach can also be used in the case of 

inventory stock prediction [49]. Supervised learning is one 
form of learning that will be applied in the case of prediction 
[50]. The learning process adopts the pattern formed on the 
results of the previous pre-processing process. The pattern 
will be described in a network to carry out the training and 
testing process. The Artificial Neural Network method with 
the Multi Back propagation algorithm will be used in the 
analysis process to produce the right prediction results in the 
case of drug demand. From the learning process that has been 
carried out, the results obtained are initially in the form of the 
best network for making predictions. The best prediction 
network can be seen in Table 5.

TABLE V 
BEST PREDICTION NETWORK COMPARISON RESULTS 

Architecture 
Single Hidden Layer 

Architecture 
Single Hidden Layer 

Accuracy MSE Sensivity Validation Accuracy MSE Sensivity Validation 

(3-3-1) 99,9959 0,0041 0.95697 0.9689 (3-18-1) 99,9941 0,0059 0.99591 0.9886 
(3-5-1) 99,9938 0,0062 0.95338 0.98509 (3-20-1) 99,997 0,003 0.99251 0.98067 
(3-8-1) 99,9959 0,0041 0.98838 0.97611 (3-23-1) 99,9879 0,0121 0.9956 0.96442 
(3-10-1) 99,9968 0,0032 0.96457 0.98822 (3-25-1) 99,9987 0,0013 0.99098 0.97366 
(3-13-1) 99,9976 0,0024 0.99765 0.97591 (3-28-1) 99,9885 0,0115 0.99804 0.95732 
(3-15-1) 99,9971 0,0029 0.9728 0.94809 (3-30-1) 99,9906 0,0094 0.99805 0.50601 
(3-3-3-1) 99,9965 0,0035 0.99576 0.99926 (3-5-3-3-1 99,9986 0,0014 0.94822 0.99611 
(3-3-5-1) 99,9962 0,0038 0.99014 0.9987 (3-5-5-3-1) 99,9939 0,0061 0.98905 0.9796 
(3-3-8-1) 99,9978 0,0022 0.95108 0.97556 (3-5-8-3-1) 99,9989 0,0011 0.98802 0.89879 
(3-3-10-1) 99,9993 0,0007 0.91751 0.98944 (3-5-10-3-1) 99,998 0,002 0.99672 0.99495 
(3-3-13-1) 99,9921 0,0079 0.98901 0.84824 (3-5-13-3-1) 99,9995 0,0005 0.9948 0.9979 
(3-3-15-1) 99,9965 0,0035 0.99816 0.94516 (3-5-15-3-1) 99,9978 0,0022 0.98899 0.99386 
(3-5-3-1) 99,9992 0,0008 0.89181 0.97303 (3-5-5-3-3-1) 99,9359 0,0641 0.99064 0.9407 
(3-5-5-1) 99,9963 0,0037 0.95397 0.9986 (3-5-5-5-3-1) 99,9971 0,0029 0.99477 0.98566 
(3-5-8-1) 99,998 0,002 0.99541 0.99096 (3-5-5-8-3-1) 99,989 0,011 0.97539 0.73608 
(3-5-10-1) 99,9985 0,0015 0.9916 0.99854 (3-5-5-10-3-1) 99,9936 0,0064 0.98691 0.99674 
(3-5-13-1) 99,9994 0,0006 0.98642 0.78818 (3-5-5-13-3-1) 99,998 0,002 0.99251 0.87313 
(3-5-15-1) 99,9763 0,0237 0.988894 0.97953 (3-5-5-15-3-1) 99,9971 0,0029 0.96555 0.74007 

361



Table 5 shows that the best predictive network can be seen 
in the network architecture 5-5-13-3-1. The architecture 
consists of 1 input layer (X) with 3 neurons, 3 hidden (Z) 
layers with 5-13-3 neurons in each layer, and 1 output layer 
with 1 output neuron (Y). After the best network architecture 

is obtained, the prediction process is carried out to obtain the 
output of drug demand that will occur in the next period. The 
results prediction process can be seen in the output graph of 
Fig. 2.  

     

 
Fig. 2  Prediction Result Graph 

Figure.3 shows that the error rate (MSE) resulting from the 
prediction process is 0.003809. This result is relatively small 
to represent the level of error obtained. The resulting accuracy 
value is very good, with a value of 99.99%. Based on these 
outputs, it can be stated that ANN in deep learning provides 
fairly accurate prediction results [51]. After the prediction 

process is obtained, the final process will classify the 
prediction pattern that has been generated using the decision 
tree algorithm C.45 method. The results given are in the form 
of a decision tree that can be used as a rule in the case of 
prediction [52]. The classification results can be seen in the 
picture of the decision tree formed in Fig. 3.

 
Fig. 3  Drug Predictor Decision Tree Classification Results  
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IV. CONCLUSION 

In conclusion, the demand for drugs in the next period will 
experience a fairly high trend of increasing stock, price, and 
number of drugs sold in the previous time period. This is 
based on the predictive pattern that has been tested using 
MRL. The results presented provide a correlation rate of 
90.7%. The network learning process with the concept of deep 
learning is also able to provide fairly good prediction results 
with an accuracy of 99.99%. These results indicate that the 
prediction analysis presented is accurate enough to see the 
number of drug requests that will occur. Decision tree analysis 
in this prediction process is able to describe a decision tree in 
the form of classification results on the level of drug demand. 
The results show that the decision tree method is very good at 
classifying 94.11%. This research can also provide a model 
developed for predicting the amount of drug demand. Thus, 
the prediction output can be used as an initial control to 
prepare for the availability of drugs in the next period.  
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