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Abstract— The goal of this study is to determine the best picture pattern for the tamarind turmeric herb. So far, the taste and color of 

tamarind turmeric herb have not been consistent, as they are impacted by maturity, and the amount of Turmeric used. The error 

backpropagation technique, which is commonly used in Content-based image retrieval systems, will be used to recognize image patterns. 

The main goal is to capture various portions of the tamarind turmeric herb during the extraction procedure. The camera is used to 

classify the tamarind turmeric herb product, process it into 5x5 pixels, and average the RGB value to obtain stable RGB values in each 

category, which are then fed into the Error Backpropagation algorithm. The most appropriate and fastest Error Backpropagation 

algorithm procedure will be found and implemented in a real-time computer. The first way will be to train the algorithm with ten data 

by changing neurons, layer, momentum, and learning rate, and the second technique will be to test the algorithm with ten data. The 

results of the training and testing procedure show that the two hidden layers can recognize 100% of inputs, with three input layers for 

R, G, and B values, ten neurons in the first and second hidden layers, and one output layer with Learning rate 0.5 and Momentum 0.6 

as a parameter. Dark yellow is the best image pattern standard for tamarind turmeric herb, with RGB values in the range from 255, 

103, 32 to 255, 128, 48. 
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I. INTRODUCTION

The culture of the Indonesian people is to consume herbal 

medicines, one of which is the tamarind turmeric herb. 

Currently, this culture is becoming a trend due to the Covid-

19 Pandemic. Tamarind turmeric herb contains vitamin C, 

which comes from the color of Turmeric [1]. Vitamin C can 
maintain the body's immunity to avoid transmission of the 

covid-19 virus [2]– [4]. Consuming 500 mg of curcumin 

every day can increase the body's immunity. The tamarind 

turmeric herb's taste depends on the product's color [5], [6]. 

The color of the herbal medicines will determine the vitamin 

C consumed. 

One of the success factors in the tamarind turmeric herb 

can be seen from the color produced, where the yellow color 

of the tamarind turmeric herbal medicine should not be too 

bright. Although the composition of Turmeric used is under 

the standards, the resulting color is always different. This 
depends on the maturity level of the Turmeric used, but until 

now, there is no definite standard to see, measure and 

determine whether the color is in accordance with the 

standards given by the business owner. Mixing turmeric and 

tamarind ingredients on a monitored basis can be an 

alternative that can help obstacles in the herbal medicine 

business. The system will check each material's weight and 

then monitor the resulting color results. Researchers have 

used artificial neural networks as research material from 1987 

until now [7], [8]. Error Backpropagation, the art of the 

Neural Network, has been tested in many studies[9]–[16]. 

Image Processing is used to process the data before it is 

processed by the Artificial Neural Network [17]–[27]. One of 
the results that can be obtained from Image Processing is the 

RGB value [28]–[30]. 

Previous research concluded that BEP could recognize 

input well. Therefore, in this study, the application of BEP 

will be carried out to classify tamarind turmeric herb 

production and as a standard for determining the production 

of tamarind turmeric herb. So, this research would provide 

good accuracy and precision to provide standard products 

even though the level of maturity of Turmeric is different and 

produced by others. This research will discuss the 

Backpropagation training and testing algorithm so that the 
best architecture can recognize colors from production and 
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provide color standards so that the herbal products have the 

same results. 

II. MATERIALS AND METHOD 

A. Tamarind Turmeric Herb 

Tamarind turmeric herb is a typical Indonesian drink made 

from Turmeric and tamarind that spices, and medicinal 

ingredients. Tamarind turmeric herb contains vitamin C from 
the color of Turmeric [1]. Several studies revealed that adding 

turmeric extract significantly affected the parameters of 

sediment height, antioxidants, color, taste, aroma, and overall 

acceptance of tamarind turmeric herb [5]. So, the addition of 

Turmeric has a significant impact on tamarind turmeric herbs 

production. 

B. Error Backpropagation 

Backpropagation has multiple units present in one or more 
hidden layers. The figure below is a backpropagation 

architecture with n inputs (plus a bias), a hidden layer 

consisting of p units (plus a bias), and m output units. 

 

 

Fig. 1  Error Back Propagation 

 

The training algorithm for a network with one hidden layer 

is as follows:  

Step 0: Initialize all weights with small random numbers. 

Step 1: If the termination condition is not met, do steps 2 – 9. 

Step 2: For each pair of training data, do steps 3 – 8. 

Phase I: Forward propagation. 

Step 3: Each input unit receives the signal and forwards it to 

the hidden unit above it. 

Step 4: Count all outputs in hidden units ��  �� �  1, 2, . . . , ��. 
 �
��� � ��� � ∑ �����  


���  (1) 

 �� � � ��
���� � 1
1������ ! (2) 

Step 5: Count all network outputs in the unit "#  $% �
 1, 2, . . . , &'. 

 "
��# � (#� � ∑ ��(#�
)
��1  (3) 

 "# � ��"
�� #� � 1
1���*�� + (4) 

Phase II: Backward propagation. 

Step 6: Calculate factor δ output units based on the error in 

each output unit "# �% �  1, 2, . . . , &�. 
 δ# � $-# . "#'�/�"
��#� � $-# . "#'"#$1 . "#' (5) 

δ#  is the unit of error that will be used in changing the weight 

of the layer below it (step 7). 

Calculate the rate of change of weight (#�  (which will be 

used later to change the weight (#�) with the Learning rate 

(01). 

 Δw#� �  01 δ#�� (6) 

 % �  1, 2, . . . , & ;  � �  0, 1, . . . , � 

Step 7: Calculate factor 6 hidden units based on errors in each 

hidden unit ��$� �  1,2, . . . , �'. 
 δ
��� � ��� � ∑ δ#(#�

7
#��  (7) 

Factor 6 hidden unit: 

 6�  �  6
����/$z_net='  �  6
������1 . ��� (8) 

Phase III: Weight Change. 

Step 8: Calculate all changes in weight by adding momentum 

Mc. 

Change in the weight of the line leading to the output unit: 

(#�$>?(' � (#�$@AB' � Δw#�
� CD �(#�$@AB'
. (#�$@AB . 1'� 

(9) 

$% �  1, 2, . . . , &;  � �  0, 1, . . . , �' 

Change the weight of the line leading to the hidden unit: 

���$>?(' � ���$@AB' � Δv��
� CD ����$@AB' . ���$@AB . 1'� 

(10) 

$� �  1, 2, . . . , �;  F �  0, 1, . . . , >'   
After the training is complete, the network can be used for 

pattern recognition. In this case, only forward propagation 

(steps 4 and 5) is used to determine the network output. 

C. Image Processing 

An image is a two-dimensional plane. Mathematically, a 

continuous function of light intensity in the two-dimensional 
plane is called an image. The light source illuminates the 

object, then reflects it. This light reflection can be captured by 

optical devices such as the human eye and cameras so that the 

shadow from the object can be recorded. Image processing 

uses a computer to turn an original image into a better-quality 

image that humans or machines can easily interpret. Pattern 

recognition groups numerical and symbolic data (including 

images) automatically by a computer to recognize an object 

in the image. A pattern is an entity that is defined and can be 

identified through its characteristics. These characteristics are 

used to distinguish one pattern from another. Pattern 
recognition in this study uses a statistical pattern recognition 

approach. The statistical approach uses probability science 

theories and statistics, as shown in the figure below. Its 

statistical distribution determines the characteristics 

possessed by a pattern. 
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Fig. 2  Image Processing 

D. RGB Color Model 

The color model provides a standard way of specifying a 

specific color by defining a 3D coordinate system and a 

subspace containing all the colors that can be constructed in a 

given model. Any color that can be specified using the model 

will correspond to a single point in the subspace it defines. 

Each color model is oriented towards a specific hardware 

(RGB, CMY, YIQ), or image processing (HSI) application. 

In the RGB model, an image consists of three independent 

image planes, one in each of the primary colors: red, green, 

and blue. Specifying a particular color is done by specifying 

the amount of each of the primary components present. 
 

 
Fig. 3  RGB Color Model 

E. Data Normalization 

The primary process in the analysis is normalization to 

compare data from RGB (0-255) value to range (0.1-0.9) 

because this research uses a sigmoid activation function. It is 

important to make sure that the data being compared is 

comparable. This research uses the Min-Max normalization 
method. In this method, each piece of data is minus by the 

minimum value, then multiple by 0.8, then divided by the 

maximum value minus the minimum value, plus 0.1. The 

formulation of this method is as follows: 

 GHAI? �  �J,K∗$MN�NONPQ�R7�
ONPQ�'
7NSONPQ�R7�
ONPQ� � � 0,1 (11) 

F. Research Design 

The flowchart diagram in Fig. 4 shows the steps and 
procedures of this paper. In CBIR systems, herb retrieving 

systems require a query image at the input (Iq) to compare 

with the information from the database (Ii). If Iq > Ii, the 

system will compute RGB histogram peak and edge.  
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Fig. 4  Research Design 

III. RESULTS AND DISCUSSION 

A. Image Processing 

The research data used is the RGB value of the tamarind 

turmeric herb production. The research used 20 data (10 

testing data and 10 training data) that were classified into 3 

colors  (dark yellow, yellow, and light yellow).  
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Fig. 5  Image data retrieval 

Fig. 5 shows image data retrieval to be compared with the 

database. All of these data were obtained from observations 

in the home industry, and the results of color classification are 

shown in Table I. 

TABLE I 

IMAGE PROCESSING  

Dark Yellow Yellow Light Yellow 

R G B R G B R G B 

255 109 36 255 133 39 255 162 45 

255 113 34 255 135 43 255 165 47 

255 113 41 255 134 41 255 170 47 

255 107 48 255 131 42 255 170 46 
255 102 42 255 158 40 255 178 52 

255 107 41 255 140 36 255 166 46 

255 104 32 255 144 34 255 180 50 

255 103 33 255 147 37 255 168 51 

255 117 35 255 150 41 255 180 46 

255 128 36 255 151 44 255 174 45 

255 106 39 255 130 39 255 160 45 

255 111 40 255 135 43 255 164 47 

255 106 35 255 133 41 255 169 47 

255 108 35 255 134 42 255 170 46 

255 107 32 255 156 40 255 178 52 
255 109 32 255 141 36 255 167 46 

255 108 35 255 143 34 255 181 50 

255 107 33 255 149 37 255 168 51 

255 105 32 255 151 41 255 180 46 

255 106 39 255 150 44 255 177 45 

 

The ideal color standard for tamarind turmeric herb is dark 

yellow with an RGB value of 255, 103, 32 to 255, 128, 48, as 

shown in Table 1. 

B. Data Normalization  

After processing the image, the RGB value needs to be 

normalized before being used as input of Back Error 

Propagation, the normalization using equation 11 is shown in 

Table below. 

TABLE II 

DATA NORMALIZATION DARK YELLOW 

Dark Yellow 

R G B 

0.9000 0.4420 0.2129 

0.9000 0.4545 0.2067 

0.9000 0.4545 0.2286 

0.9000 0.4357 0.2506 

0.9000 0.4200 0.2318 

0.9000 0.4357 0.2286 

0.9000 0.4263 0.2004 

0.9000 0.4231 0.2035 

0.9000 0.4671 0.2098 

0.9000 0.5016 0.2129 

0.9000 0.4325 0.2224 

0.9000 0.4482 0.2255 

0.9000 0.4325 0.2098 

0.9000 0.4388 0.2098 

0.9000 0.4357 0.2004 

0.9000 0.4420 0.2004 

0.9000 0.4388 0.2098 

0.9000 0.4357 0.2035 
0.9000 0.4294 0.2004 

0.9000 0.4325 0.2224 

TABLE III 

DATA NORMALIZATION YELLOW 

Yellow 

R G B 

0.9000 0.5173 0.2224 

0.9000 0.5235 0.2349 
0.9000 0.5204 0.2286 

0.9000 0.5110 0.2318 

0.9000 0.5957 0.2255 

0.9000 0.5392 0.2129 

0.9000 0.5518 0.2067 

0.9000 0.5612 0.2161 

0.9000 0.5706 0.2286 

0.9000 0.5737 0.2380 

0.9000 0.5078 0.2224 

0.9000 0.5235 0.2349 

0.9000 0.5173 0.2286 

0.9000 0.5204 0.2318 
0.9000 0.5894 0.2255 

0.9000 0.5424 0.2129 

0.9000 0.5486 0.2067 

0.9000 0.5675 0.2161 

0.9000 0.5737 0.2286 

0.9000 0.5706 0.2380 

TABLE IV 

DATA NORMALIZATION LIGHT YELLOW 

Light Yellow 

R G B 

0.9000 0.6082 0.2412 

0.9000 0.6176 0.2475 

0.9000 0.6333 0.2475 

0.9000 0.6333 0.2443 

0.9000 0.6584 0.2631 

0.9000 0.6208 0.2443 

0.9000 0.6647 0.2569 

0.9000 0.6271 0.2600 

0.9000 0.6647 0.2443 
0.9000 0.6459 0.2412 

0.9000 0.6020 0.2412 

0.9000 0.6145 0.2475 

0.9000 0.6302 0.2475 

0.9000 0.6333 0.2443 

0.9000 0.6584 0.2631 

0.9000 0.6239 0.2443 

0.9000 0.6678 0.2569 

0.9000 0.6271 0.2600 

0.9000 0.6647 0.2443 

0.9000 0.6553 0.2412 
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C. Training  

The network is trained without a hidden layer by changing 

the Lr and Mc values to get the least error value. We can use 

the Lr 0.5 and Mc 0.6 values from the training results because 
it has the least MSE. After getting the Mc and Lr values from 

training without a hidden layer, testing is done by changing 

the neurons from 1 to 10. The results of training one hidden 

layer with Mc 0.6 Lr 0.5. From the training results, we can use 

ten neurons because it produces the least error than other 

neurons. 

After obtaining the number of neurons, retraining is carried 

out to determine the Lr and Mc values. The results of training 

one hidden layer with ten neurons. We use the Lr 0.5 and Mc 

0.6 values because it has a small MSE and a small number of 

epochs. Then training for two hidden layers is carried out to 
compare whether there is a difference between 1 hidden layer 

and two hidden layers with parameters Mc 0.6, Lr 0.5, and the 

first hidden network 10. The results of training two hidden 

layers are shown in Table V. 

TABLE V 

TRAINING TWO HIDDEN LAYERS WITH PREVIOUS FIRST LAYER NEURONS, LR 

AND MC BY CHANGING SECOND LAYER NEURONS 

Neuron MSE Gradient Epoch 

1 4.43e-06 0.00185 7 

2 3.56e-06 0.00225 33 

3 6.80e-06 0.00396 18 

4 4.48e-06 0.00224 9 

5 1.36e-06 0.00371 18 

6 1.42e-09 0.000730 9 

7 7.58e-06 0.00303 10 

8 6.38e-07 0.00242 10 

9 6.23e-06 0.00679 7 

10 8.26e-06 0.00196 19 

Time (second) Explanation Percentage Class 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 100% 10-10-10 

1 Reached 93% 10-8-10 

1 Reached 100% 10-10-10 

 

Determination of the best network from the performance of 

the largest network is also viewed from the ability to 

recognize each class in the classification. So that the best 

network can be able to recognize all classes with a learning 

rate of 0.5 and a momentum of 0.6. epoch count of 19 with a 

training time of 1 second. From the training, it was found that 

a network with two hidden layers 10-10 has a small MSE 

value and can recognize 100% input. Then a test will be 

carried out by comparing one hidden network with ten 

neurons and two hidden networks with 10-10 neurons. The Lr 
and Mc parameters are the same, namely 0.5 and 0.6. 

D. Testing 

Table VI manifests the retrieval results in testing with two 

hidden layers. The results show that the network has a small 

MSE value and can recognize 100% input.  

TABLE VIV 

TESTING TWO HIDDEN LAYERS 

MSE Gradient Epoch 

1.69e-09 3.02e05 6 

Explanation Percentage Class 

Reached 100% 10-10-10 

E. Real-Time Testing 

Fig. 6 shows real-time testing using data training with the 

best algorithm in simulation before. The results of training in 

production are shown in Table VII. The test results in Table 8 
of 2 hidden layers showed that the network could recognize 

all colors. 

 

 
Fig. 6  Real-time testing 

TABLE VII 

REAL-TIME TESTING THE BEST ALGORITHM IN PRODUCTION 

Water Volume Turmeric Weight Result 

31 L 500 gr Light Yellow 
31 L 1000 gr Yellow 
31 L 1500 gr Dark Yellow 

RGB Value Explanation 

255, 165, 41 Match 
255, 150, 39 Match 
255, 110, 40 Match 

IV. CONCLUSION 

From the research above, several conclusions can be drawn. 

First, training without a hidden layer cannot recognize input 
at all. Second, training with 1 and 2 hidden layers shows the 

best architectural results, namely two hidden layers 3-10-10-

1 with MSE 8.26e- 06. The third, test results from 1 and 2 

hidden layers found that two hidden layers can recognize all 

inputs. Fourth, from the training and testing results, it can be 

concluded that the best network or architecture for this 

research is two hidden layers 3-10-10-1 with Lr 0.5 and Mc 

0.6. The best color standard for tamarind turmeric herb is dark 

yellow with an RGB value of 255, 103, 32 to 255, 128, 48. 
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