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Abstract— In education, predicting students who can graduate on time is difficult. Identifying the significant variables is challenging to 

predict on-time graduation because human intervention in variable selection is required and time-consuming. It is essential to allow 

educational institutions to improve student learning experiences by focusing on the significant variables. Researchers have applied 

various methods, such as Artificial Intelligence, to predict graduation on time. This review has attempted to (i) summarize and compare 

the diverse methods used by researchers in predicting students who are likely to graduate on time, (ii) identify the gaps and central 

issues in the existing literature related to predicting on-time graduation, and (iii) establish future potential directions for research in 

predicting students who are likely to graduate on time, contributing to the ongoing discourse on enhancing educational outcomes. 

Drawing from an extensive literature analysis across diverse conferences and journals, a notable gap is underscored: the limited focus 

on predicting graduating on time among postgraduate students. The review addresses issues in learning from small amounts of data 

and variables, although the researchers demonstrated various techniques for predicting timely graduation, including their strengths 

and limitations. Future research direction is to consider additional features and improve the performance of predictive models by 

conducting a comparative analysis of different class treatment methods. As the educational landscape evolves, these considerations are 

paramount to developing more effective strategies and interventions to ensure timely graduation and foster positive educational 

outcomes. 
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I. INTRODUCTION

Graduate on Time (GOT) refers to those who completed 

their studies timely within the time frame specified by the 

university [1], [2]. The significance of student graduation 

transcends individual accomplishments and serves as a vital 

metric for evaluating educational success. A surge in the 

number of students unable to meet timely graduation targets 

adversely impacts the graduation rates, indicating a decline in 

academic quality and intuitional performance [1]. The 

challenges leading to delayed graduation often stem from 
students’ struggles to fully commit to their studies, resulting 

in the retention of unsuccessful courses into subsequent 

semesters until successful completion is attained [3]. While 

alternative measures such as modifying assessment methods 

or lowering passing scores may appear to boost passing and 

graduation rates, [4] argued that such approaches compromise 

the quality of university graduates.  

Moreover, students encounter various difficulties in 

completing their studies due to the complex and 

multidimensional nature of academic success [5]. The journey 

toward on-time graduation is notably complex, with more 

than half of attrition cases occurring in the first year of 

university [5]. The journey toward on-time graduation 
involves considerations during the university years and 

factors existing before a student's enrollment. As students 

navigate the intricacies of academic life, various personal, 

psychological, and environmental factors come into play, 

shaping their educational experiences and influencing the 

likelihood of timely completion [2], [3], [6]–[10]. While 

researchers have explored myriad factors, analyzing 

educational data containing these multifaceted factors 

manually proves challenging for educational institutions [6], 

[11]. Thus, exploring more efficient approaches to variable 

selection and prioritizing these factors is essential to foster 
academic success throughout the academic journey. 

In addition to identifying the important study factors, 

predicting the likelihood of a student graduating on time 

becomes paramount for educational institutions in 

recognizing at-risk students and providing early interventions 

to enhance their academic performance [6], [12]. Researchers 

have delved into various methods, integrating Artificial 
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Intelligence (AI) as a notable approach. However, predicting 

GOT remains a formidable task due to the high dimensionality 

and the prevalence of missing data in educational data [4]. 

Researchers have acknowledged the difficulty of selecting the 

best algorithm from a pool of existing algorithms, mainly 

when performance evaluation and algorithm enhancement are 

integral to the process. 

The objectives of this review are: 

a. To summarize and compare the diverse methods used 

by researchers in predicting students who are more 
likely to graduate on time. 

b. To identify the gaps and central issues in the existing 

literature related to predicting on-time graduation. 

c. To establish future potential directions for research in 

predicting students more likely to graduate on time, 

contributing to the ongoing discourse on enhancing 

educational outcomes. 

II. MATERIALS AND METHOD 

In this study, the literature was considered from different 

conferences and journals in online databases such as Institute 

of Electrical and Electronics Engineers (IEEE) [13]–[17], 

Science Direct [18]–[23], Springer [24, 25], Atlantis Press 

[26], [27], and Google Scholar [3], [4], [6], [11], [12], [28]–

[60]. To search this literature from the online databases, 

keywords or similar terms are considered such as “graduate 

on time”, “predicting graduate on time using machine 

learning”, “predicting graduate on time among postgraduate 

students using machine learning”, and “predicting graduate on 

time among undergraduate using machine learning”. Searches 
were restricted to the articles published from the year 2019 to 

2023.  

A. Challenges and Problems in the Context of Graduate on 

Time 

Table 1 indicates the challenges and problems researchers 

address in the context of GOT. The literature on GOT reveals 

a range of challenges targeting diverse outcomes. These 

encompass the (i) development of a student monitoring 
system, (ii) prediction among undergraduate and postgraduate 

students during and after their university studies, (iii) 

identification of crucial variables contributing to GOT, and 

(iv) comparison and optimization of predictive models. 

Existing research focused on identifying the important 

variables contributing to GOT and determining the likelihood 

of students graduating on time. Assessing these challenges 

and solutions presented by researchers illuminates various 

gaps and opportunities for improvement in existing studies.  

Notably, a predominant focus of existing research lies in 

predicting the likelihood of undergraduate students 

graduating on time, with limited attention given to 
postgraduate students [30], [39], [40], [53], [61], [62]. For 

example, researchers noted a need for more research on the 

graduation of postgraduate students using historical data in 

Nigeria [39]. This limitation may arise because models 

developed for use in one country may perform less effectively 

in others, given the variability in educational systems and 

factors influencing postgraduate studies. Attributes may also 

change as students transition from undergraduate to 

postgraduate studies, and differences among students from 

various departments within high-level educational institutions 

further complicate the predictive modelling landscape. 

Despite these challenges, researchers underscored the critical 

importance of addressing delayed graduation in accreditation 

processes for both undergraduate and postgraduate students 

[40].  
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Moreover, researchers recommended exploring 

opportunities for different performance focuses, such as 

predicting academic performance and student admission for 

postgraduate programs like Master's and Ph.D, as only limited 

research has targeted postgraduate students, with most studies 

concentrating on the undergraduate-level [62]. This 

inclination towards undergraduate studies suggests an avenue 

for further exploration and research in postgraduate 

education, identifying potential disparities and unique 

challenges that may impact timely graduation for this specific 
student demographic.  

In the landscape of identifying the timely graduating on 

time, most researchers have concentrated on determining the 

timely graduating on time at the final semester of studies. The 

researchers determine the students with a higher probability 

of graduating on time by examining the Grade Point Average 

(GPA) for each semester, focusing particularly on the final 

semester [6], [16] – [18], [21], [41], [46], [47], [51], [52], [57], 

[60]. Although most research is conducted at the final 

semester, minority research is conducted at the phase before 

and during the semesters. One of the studies suggested that 
the students are more predisposed to complete their studies 

when there was a progression from the first year to the second 

year of university studies [8]. This is supported by other 

studies indicating a clear correlation between success in 

university mathematics and A-level mathematics among first 

year undergraduate students with pre-university study factors 

[63]. Nevertheless, the researchers did not consider the final 

degree due to the limited number of graduate students in the 

dataset collected.  

B. Identifying the Important Variables Contributing to 

Graduate on Time 

1)   Feature selection techniques in identifying the critical 

variables contributing to graduating on time: Understanding 

the variables contributed to GOT provides benefits to 
educational institutions in managing and developing policies 

for those students who are facing challenges in graduating on 

time [21], [38]. To identify the critical variables contributing 

to graduating on time, researchers employed feature selection 

techniques using a high-dimensional dataset collected, as 

indicated in Table 2.  

Pearson correlation is implemented in the study by [34] 

select the top 5 highly correlated variables among 

transactional course registration data and academic 

performance from 2006 to 2015. Furthermore, relevant courses 

are chosen to prevent overfitting and improve prediction 

performance using Pearson correlation based on the behavioral 

information and academic performance of undergraduate 

students at Beijing University [25]. On the other hand, IG is 

compared with Pearson correlation in identifying the critical 

variables to predict GOT when variables such as gender and 

GPA for each year were used  [20].  
Additionally, a study by [49] employed IG to compute the 

entropy in measuring the impurity in each variable and split it 

into each internal node of the decision tree. The feature 

selection is performed after cleaning and eliminating missing 

values in variables due to the numerous values in blood type, 

parent city, parent province, school hometown, and school 

province from year 2010 to 2016 collected. Other researchers 

implemented a similar approach but replaced the missing 

values based on the previous value on each variable [52]. The 

researchers selected the essential variables based on the 

student academic data from 2016 to 2019 collected from the 

Center for Information Technology and Database (PTIPD) of 

Universitas Isam Negeri Sultan Syarif Kasim Riau. These 

selected variables will be used as input features in predictive 

models to provide meaning and helpful information in 

predicting GOT.  

TABLE II 
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Other than these two methods, studies by [23] and [57] 

used the Chi-square method to select the important variables 

contributing to GOT. The researchers performed the Chi-

square method based on external and internal factors such as 

gender, religion, faculty, and GPA for first-year collected in 

the Universitas Advent Indonesia (UNAI) database [57]. 

Similarly, a study by [23] conducted a Chi-square method 
based on several variables collected to study the effect of 

demographic and high-school performance, such as the GPA 

on GOT. For further analysis, another study by [38] compared 

the IG and Chi-square methods to rank the 29 variables in 

ascending order based on the dataset collected with five years 

of academic information from a university database. Their 

study collects pre-college and post-admission data, such as 

admission test scores, demographic information, and GPA for 

the first semester. Before this feature selection technique is 

implemented and compared, data preprocessing is performed 

to remove the missing and duplicate records, normalize data, 

and detect outliers.  
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In addition to filter-based feature selection, a study [32] 

implemented the C4.5 algorithm to select the essential 

variables using the student information from 2017 and 2018 

who completed the Final Project. Based on their study, the 

critical variable is chosen based on the variables in the root 

with the highest gain value. After collecting the student 

records from 2012 to 2014, the researchers performed a 

feature selection method using the C4.5 algorithm to select the 

essential variables from several variables collected, such as 

gender and GPA. Other than using Extreme Gradient 
Boosting (XGBoost) [35], Classification and Regression Tree 

(CART) [54] and Logistic Regression [21], [24], [31], [58], 

the researchers implemented Univariate Feature Selection to 

identify significant variables to predict GOT among several 

variables in the dataset collected [6]. The dataset includes 

variables such as name, gender, student status, enrolment 

year, parents’ education level, parents’ income, educational 

track, student’s internal and external activities, Grade Point 

average from the first semester until the seventh semester, and 

GPA.  

To improve the performance of Naïve Bayes, Forward 
Selection is performed to select five selected features from 12 

variables, such as date of birth and GPA [17]. A study by [55] 

performed Forward Selection to identify significant variables 

based on the course scores of 4 semesters for engineering 

students from the year 2013 to 2015 batches. On the other 

hand, Ant Colony Optimization (ACO) is implemented to 

select the most significant variables based on 398 PhD 

postgraduate students and 22 variables such as the grade at 

degree and master level, gender, and type of course extracted 

from a local university [53]. Based on their study, the most 

significant variables are selected based on the highest fitness 
value obtained by each variable. Additionally, a study by [19] 

using gender, parents' occupation, and GPA as the variables 

in their study, they compared the Cox Proportional Hazards 

Regression and the Random Survival Forest method to select 

significant factors affecting GOT among undergraduate 

students in 2017. 

In summary, most researchers focused on using filter-based 

feature selection methods such as Information Gain (IG), Chi-

square, and Pearson Correlation in determining students who 

were more disposed to graduate on time as these methods 

execute faster than wrappers [20], [23], [25], [38], [49], [52], 

[57]. By focusing on the filter-based feature selection 
methods, researchers expedite the identification of key 

variables contributing to GOT, thus informing targeted 

interventions and policies to support student success. While 

wrapper methods offer alternative approaches to feature 

selection, filter-based techniques remain favored for their 

speed and scalability, enabling researchers to navigate the 

complexities of educational datasets.  

2)   Important variable contributing to graduating on time 

(See Table 3 for the literature supported): Grade Point 

Average (GPA) serves as a pivotal variable in identifying 

students who are apt to graduate on time, as highlighted by 
various filter-based feature selection methods [38], [49]. For 

instance, research by [49] demonstrated that the GPA for each 

semester was selected as one of the influential variables using 

IG. Similarly, a research by [57] conducted a Chi-square 

analysis, concluding GPA is paramount in determining 

whether a student graduates on time, irrespective of gender. 

Besides, another research [23] indicated that the high school 

degree and grades could be strongly associated with the 

student graduation rates. Conversely, according to [34], 

Pearson correlation analysis revealed that the number of credit 

hours taken was one of the highly correlated variables with 

graduation time.  
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In alignment with the filter-based feature selection methods 

findings, a study by [35] stated that a higher high school GPA 
significantly correlates with timely graduation, with factors 

such as gender and income exerting less influence when the 

researchers analyzed the feature importance of XGBoost. This 

finding was supported by another study conducted by [54]. In 

their study, the high school GPA substantially influences 

GOT utilizing CART because it helps convey how well 

students perform during the preliminary year. Additionally, 

the researchers mentioned that female students perform better 

in the first semester of university, and the students who 

attended university sooner were significantly more inclined to 

complete their studies promptly compared to those who 
enrolled more than a year after completion. Furthermore, 

another study by [21] examined the student demographics 

factors such as age at graduation and gender as well as the 

GPA for each year to determine the on-time graduation in the 

pharmacy program. In their study, the researchers concluded 

that students with higher GPAs throughout the initial one to 

two years of pharmacy school were more inclined to graduate 

on time. Based on other findings by [24], the researchers 

found that students with high school exam grades were less 

likely to drop out of Science, Technology, Engineering, and 

Mathematics (STEM) higher education in the first year. 
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Nevertheless, there is little association between high school 

exam grades and success in studying. Besides that, the 

researchers illustrated that GPA is the most influential factor 

in predicting student graduation using C4.5 [22], [32]. In 

addition to that, the forward selection method selected 

semester GPA as the essential variable [52]. 

Although most studies indicated that GPA was the most 

influential variable, other studies concluded that gender could 

be one of the most influential variables in identifying GOT. 

Using the Random Survival Forest method, gender was 
selected as one of the essential factors influencing the study 

periods for undergraduate students [19]. Studies by [31] and 

[58] revealed that gender was one of the significant variables 

in predicting those liable to complete their program within the 

specified time frame using Logistic Regression. Another 

study supported this by asserting gender as the essential 

feature in predicting students who graduate on time using IG, 

with average female students statistically outperforming their 

male counterparts [20]. However, a study by [24] presented a 

contrasting perspective, suggesting that female students 

perform comparably to male students regarding STEM 
graduation within ten years despite female students being less 

likely to graduate than their male counterparts. 

Other than GPA and gender, another study [32] illustrated 

that the parent’s income could be related to the student's 

graduation, achieving the highest correlation using univariate 

selection. They mentioned that additional expenses in 

extending the studies could motivate students with low 

parental income to graduate on time. Furthermore, the number 

of current semesters and the Cumulative Grade Point Average 

(CGPA) of the Bachelor level were selected as the influential 

variables in determining whether a student graduates on time 
rather than the CGPA of the intake using a metaheuristic 

algorithm, Ant Colony Optimization (ACO) [53]. 

The plethora of variables identified by researchers using 

various feature selection methods underscores the complexity 

of factors influencing GOT. While demographic factors such 

as gender, parent income, and high school performance 

consistently emerge as influential, nuanced variations exist 

across universities and programs. Thus, the researchers 

advocate for the inclusion of additional features to analyze 

their impact on GOT comprehensively [15], [21], [25], [34], 

[35], [37], [39], [42], [[44], [49], [57], [59]. By analyzing 

these findings, it becomes evident that the multifaceted nature 
of factors contributing to timely graduation requires a 

nuanced understanding and tailored strategies to address the 

specific challenges faced by students in different contexts. 

C. Graduate on Time Prediction 

1)   Artificial Intelligence Techniques in predicting 

graduates on time: In addition to identifying the crucial 

variables influencing GOT, researchers have directed their 

attention towards applying AI techniques to detect students 

who are more likely to graduate on time, as outlined in Table 

4. The tabulated data highlights techniques such as Naïve 

Bayes (NB), C4.5, and Decision Trees, which have garnered 

substantial attention in the research landscape. Conversely, 

less common approaches, such as CART and XGBoost, have 

been relatively underutilized in detecting GOT, showcasing a 
potential avenue for exploration and diversification in 

applying AI methodologies. 

Decision Tree (DT), Random Forest (RF), NB, Support 

Vector Machine (SVM) with PolyKernel and RBFKernel 

were trained and compared based on the 74670 historical 

student information with 31 variables collected from 

Universiti Teknologi MARA (UiTM) [3]. Their study 

analyzes the predictive models through cross-validation (CV) 

with various partition sizes, evaluating performance based on 

accuracy, precision, recall, and F1-score. On the other hand, 

the researchers performed a comparison between RF, NB, 

SVM, K-Nearest Neighbor (KNN), Adaptive Boosting 
(AdaBoost), and LR after duplicate and inconsistent values 

were cleaned [12]. 
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Furthermore, a similar approach has been constructed when 

NB, LR, DT, RF, and SVM were constructed [13], [37], [40]. 

Nevertheless, research by [40] focused on predicting GOT 

among postgraduate students by collecting a sample of 1257 

engineering students from the last five years who have 

completed their master’s program credits and registered in the 

final project process based on student, academic, and study 

program information. The researchers mentioned that most 

studies have focused on student dropout at different levels but 

not on the graduation stage, especially postgraduate students.  
Notably, NB has been used individually in predicting the 

likelihood of students graduating on time widely due to its 

simplicity [17], [25] – [27], [31], [33], [49], [50], [52], [56]. 

NB is a probabilistic method based on Bayes’ Theorem, 

operating that attributes are conditionally independent when 

considering the class label [17], [31], [33]. The researchers 

constructed NB based on the student demographic data, 

entrance examination, and grades in the year's first semester 

[31]. In their study, conditional probabilities for each variable 

are computed using WEKA based on the occurrence of each 

category item and the total number of evidence per class label. 
In addition to that, [33] addressed the superiority of NB in 

terms of speed and accuracy when a huge dataset is applied. 

The researchers computed the probability of sample 

conditions in the dataset and evaluated NB based on the 

accuracy, precision, and recall, determining the GOT for 

Information Systems (IT) students at the Universitas 

Dirgantara Marsekal Suryadarma. [26] constructed and 

evaluated NB based on accuracy, precision, recall, and error 

rate when only 114 training and 127 testing data were used. 

To study the gap between the students in 2015 and 2016 

graduating on time, the researchers computed the average 
difference between those IT students who graduated on time 

and late. 

Boosting algorithms have been implemented in the 

prediction of GOT, such as AdaBoost [6], [12], [60] and 

XGBoost  [35]. AdaBoost enhances performance by 

combining multiple weak learners and focusing on complex 

cases through weight adjustments [60], while XGBoost is an 

advanced, scalable gradient-boosting algorithm that 

incorporates features such as regularization, parallel 

processing, and tree pruning [35]. The researchers 

implemented the AdaBoost algorithm to improve the C4.5 

and C5.0 algorithms in determining the GOT when 140 
samples of graduated students and ten variables, including the 

GPA of each semester and gender, were used and collected 

from the UNTAN Statistics Study Program Period I of the 

2017/2018 to Period II of the 2022/2023 Academic Year [60]. 

In their study, C4.5 and C5.0 algorithms are boosted by 

updating and normalizing the data weights until the error 

value is less than 0.5 and the maximum iteration. Besides that, 

[35] compared the performance of LR and a gradient boosting 

machine, XGBoost, to determine the GOT based on the 

dataset collected from registration information of large 

enrollment in American research universities such as gender, 
race, GPA, total number of credit hours taken, and income. 

Due to the missing records in the dataset, the researchers 

imputed the missing values with the means during the 

rescaling step when LR was used. In contrast, the missing 

values are not imputed prior to fitting the XGBoost model 

since it has a built-in imputation engine.  

2)   Model Evaluation Metrics: After the predictive models 

are constructed, the researchers evaluated the predictive 

models based on accuracy, precision, recall, and F1-score as 

described in Table 5. Besides that, the Area Under the Curve 

(AUC) is computed to indicate the trade-off between correctly 

predicted positive classes and incorrectly predicted negative 

courses. In the context of evaluation metrics, four crucial 

measurements are employed: True Positive (TP), True 

Negative (TN), False Positive (FP), and False Negative (FN). 

TP represents the total number of positive classes correctly 
identified, while TN refers to the accurate identification of 

negative classes. If the model incorrectly predicts the negative 

class as positive, it results in FP. Conversely, FN denotes the 

total instances where positive classes are mistakenly predicted 

as negative. These metrics offer an in-depth insight into the 

models' effectiveness, revealing their ability to classify 

positive and negative cases accurately. 

TABLE V 

PERFORMANCE METRICS IN EVALUATING PREDICTIVE MODELS 

Metric Formula Description 

Accuracy 
��+ ��

�� + �� + �� + ��
 

Evaluates the number 
of correct predictions 
from a model. 

Precision 
��

�� + ��
 

Evaluates the 
percentage of positive 
predicted cases that 
are positive. 

Recall 
��

�� + ��
 

Measures the total 
number of the 
positive cases that are 

captured by the 
positive predictions. 

F1-score 2 ⋅
��	
���� ⋅ �	
���

��	
���� + �	
���
 

Represents the 
harmonic mean of 
precision and recall. 

3)   Model Performance: By performing an analysis of 

students from the year 2008 until 2014, a study by [11] 

achieved 54.76% average recall and 57.77% F1-score using 

the C4.5 algorithm, although the researchers achieved 90% 

average accuracy. To achieve the best result of performance 

metrics, the researchers recommended feature selection 

techniques. On the other hand, the Synthetic Minority 

Oversampling Technique (SMOTE) is recommended to 
resolve the class imbalance issue in the data used, although 

the researchers achieved the highest accuracy (93.10%) using 

C4.5 [28]. By applying SMOTE, [57] improved around 2% 

accuracy of C4.5. The researchers suggested using different 

algorithms to address the class imbalance issue in further 

improving the performance. Other than feature selection and 

class imbalance treatment techniques are suggested, studies 

by [16] and [57] stated that a more significant size of training 

data could improve the accuracy of C4.5 in determining the 

likelihood of students towards GOT. In addition to that, NB, 

KNN, and SVM are suggested to be used as classification 

algorithms in identifying the GOT other than C4.5 [22].  

NB has emerged as a widely implemented algorithm in the 

context of predicting GOT, as evidenced by several 

researchers [3], [12] – [14], [17], [25], [26], [31], [33], [36], 

[37], [40], [42], [45], [49], [50], [52], [56]. Notably, [32] it 

demonstrated the superiority of NB over C4.5, achieving 
higher accuracy rates with 34% and 25% testing data. This 
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performance difference has prompted researchers to advocate 

for developing and comparing various classification methods 

to determine the likelihood of students graduating on time. 

However, it is essential to recognize that NB exhibited 

slightly lower performance metrics in direct comparison with 

other models. A research by [3] provided a notable example 

wherein SVM outperformed NB. The study illustrated that 

NB faced challenges in predicting students' graduation status, 

generating the lowest average performance among the 

classifiers assessed. 
Conversely, researchers have highlighted the efficacy of 

RF over other models, such as SVM, and NB [12], [37], [40], 

[42], [44], [45]. Despite the accurate predictions achieved by 

NB, SVM, and RF, specific models demonstrated more 

incredible promise than others [13]. To further improve the 

performance in predicting the GOT, the research by [13] 

implemented an ensemble method using SVM, RF, NB, and 

LR, achieving superior accuracy exceeding 90%, surpassing 

all other classifiers. However, the increased predictive 

accuracy achieved through integrating diverse models within 

the ensemble method comes at the cost of substantial 
computational resources and time, which can hinder 

educational institutions from seeking timely predictions for 

GOT. 

To navigate the challenges, simpler models such as LR 

emerge as a viable alternative for detecting GOT. In 

determining the students who have poor academic 

performance in the computer science subject offered, LR 

achieved 74.53% accuracy, 71.91% recall, and 74.87% F1-

score, obtaining higher performance compared to NB [36]. 

Similarly, a study by [14] LR achieved higher accuracy than 

NB in predicting the student's academic performance. 
However, researchers mentioned that gradient-boosting 

algorithms predicted GOT more effectively than existing 

statistical algorithms [35]. XGBoost outperformed LR in 

predicting the likelihood of students graduating on time 

during their study semesters [35]. Beyond XGBoost, [6] 

concluded that AdaBoost and DT obtained the highest 82% 

F1-score, showcasing superior performance compared to 

other models like LR. 

While researchers have showcased promising results in 

identifying students likely to graduate on time, it remains a 

non-trivial task due to the complexity of student behavior and 

the difficulty of handling missing data. The researchers 
addressed the challenges in the complexity of student 

behavior when numerous factors come into play in different 

datasets. A prevailing recommendation among them is the 

necessity for further data collection, even alongside ongoing 

model refinement efforts employing various algorithms [21] 

– [23], [37], [43], [45], [54], [57]. The researchers mentioned 

that additional data underscores the complexity and 

multifaceted nature of factors influencing graduation 

outcomes, suggesting that a more comprehensive dataset 

could yield more profound insights and more robust 

predictions. Besides that, predicting GOT was hindered by the 
biases of data due to the missing records when the missing 

records correlate with the target variable [35]. Different 

missing imputation methods, such as mean, median, and 

mode, could contribute to different biases, leading to 

misrepresentation in predicting GOT. 

In the context of class imbalance, SMOTE is recommended 

in their studies for future research to create more data by 

generating synthetic samples [43, 45, 57], aiming to address 

the class imbalance in the dataset and enhance the model’s 

performance in predicting GOT. This collective call for 

expanded data collection and utilization of advanced 

techniques underscores the commitment to refining predictive 

models and improving their efficacy in supporting student 

success. 

III. RESULT AND DISCUSSION 

While researchers have successfully identified the 

important variables using various feature selection methods, 

there is still room for improvement in this research area. Most 

studies have applied feature selection methods on a dataset 

with limited features, typically focusing on the demographic 

and course achievements, such as GPA for each semester. In 

such cases, the variables selected by these feature selection 
methods might need to be more significant in other datasets 

with more features. Moreover, these studies lacked the 

investigation of other critical variables, such as financial, 

environmental, and psychological factors that could 

contribute to GOT. Therefore, it is crucial to include 

additional features, such as student location information, 

during data collection to encompass a wide range of potential 

significant factors related to GOT. 

In addition to broadening the scope of features, it would be 

intriguing to study the impact of different subsets of features 

on GOT and compare the computational complexity of 

various feature selection methods, especially when dealing 
with datasets containing a vast number of features. The 

efficiency of feature selection methods can vary significantly 

based on the dataset’s complexity and the subset of features 

under consideration. 

Additionally, many researchers have implemented feature 

selection methods on the dataset with limited records, 

primarily focusing on specific universities. This approach 

may lead to an inaccurate representation of the impact of 

selected features on GOT, as the chosen university needs to 

accurately reflect the diversity of universities across the 

country. Thus, collecting more extensive data encompassing 
different universities, study years, and programs is strongly 

recommended to ensure a more comprehensive understanding 

of the factors influencing timely graduation on a broader 

scale. This approach would enhance the generalizability and 

applicability of the findings to a broader educational context. 

While existing research has proved the superiority of 

predictive models such as LR, DT, and boosting algorithms to 

ascertain students with a higher probability of finishing their 

studies, specific issues, such as the challenge of learning from 

small amounts of data, needed to be addressed. Many studies 

have focused on identifying GOT among undergraduate or 
postgraduate students with limited information and records. 

Although class imbalance treatment such as SMOTE could be 

applied to the imbalanced data, insignificant data sizes remain 

one of the challenges to the learning performance of 

predictive models. Applying SMOTE to address the class 

imbalance and insufficient data can be challenging, mainly 

when dealing with smaller datasets. The generation of 

synthetic data may lead to overlapping regions, resulting in 

less useful information being learned and captured by 
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predictive models. This is particularly true when noise and 

overlapping areas of the data distribution significantly 

influence the learning performance in finding an accurate 

decision boundary [64] – [67]. Thus, it is essential to explore 

and implement alternative class imbalance treatment methods 

that can effectively address these challenges and enhance the 

performance of predictive models in identifying students who 

are more likely to graduate on time. Comparative analysis of 

different imbalance treatment methods can contribute to 

determining the most effective approach for improved model 
performance in scenarios involving data sizes. 

IV. CONCLUSION 

In this review, the significance of timely graduation as a 

key metric has been highlighted to evaluate educational 

success, emphasizing its impact on graduation rates and 

institutional performance. Researchers have successfully 

identified and addressed various challenges, including 
developing student monitoring systems, prediction among 

undergraduate and postgraduate students, identification of 

important variables contributing to GOT, and model 

comparison and optimization. Despite these advancements, 

this review has identified several gaps and opportunities for 

improvement in the existing body of research. Notably, a 

predominant focus on predicting the likelihood of GOT 

among undergraduate students has limited the exploration of 

postgraduate student scenarios.  

Moreover, there is room for enhancement in considering a 

broader array of financial, environmental, and psychological 

features to provide a more holistic understanding of the 
factors influencing the GOT. While SMOTE has been a 

common approach in addressing class imbalance, exploring 

alternative class imbalance treatment methods could further 

improve model performance when dealing with a smaller 

dataset. Further research involves incorporating additional 

features, exploring different class imbalance treatments, and 

improving the performance of predictive models. As the 

educational landscape evolves, addressing these 

considerations will aid in creating more efficient strategies 

and interventions, ensuring a higher likelihood of a student 

achieving timely graduation across diverse academic settings.   
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