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Abstract—The new normal is an era in the behavior changed to obstruct the spread of COVID-19, such as decreasing people's mobility, 

body temperature measuring, mandatory masking, and getting a COVID-19 vaccine regularly. This study develops an identification 

system based on the Internet of Things through facial biometrics and temperature measurement. Face identification is divided into two 

main steps: face detection and identification. Face detections used the Framework YOLOv5, in which the systems can detect masked 

and without masked faces. Pre-trained VGG-face is used for face identification for feature extraction and produces a 2622-dimensional 

vector. The feature extraction result is calculated as the distance similarity with the features stored in the Database using Euclidean 

distance. Temperature measurement utilizes IoT by using the NodeMCU ESP8266 and the MLX90614 sensor. NodeMCU ESP8266 is 

a microcontroller equipped with a WI-FI module to send temperature data so measurements can be delivered wirelessly. The 

MLX90614 sensor measures body temperature at a 40 – 60 cm distance from the Sensor. Calibration of the sensor used Two-point 

Calibration, so a trim error rate level is produced. The result successfully identified the face with the F1 score of 92% without a masked 

face and 73% for a masked face. The body temperature was measured using the MLX90614 sensor produced an error rate of 0.1°C 

after calibration. In the future, this system can be further developed and utilized for other sectors, such as the medical and security 

sectors.  
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I. INTRODUCTION

Severe acute respiratory syndrome coronavirus 2 (SARS-

CoV-2) or COVID-19, is a disease that attacks the human 

respiratory system [1]. COVID-19 has been spreading 

rapidly, which results in the immobility of everyday human 

activities. The spread of COVID-19 has forced almost all 

countries to make decisions for lockdown or regional 
quarantine. People with COVID-19 may experience fever, dry 

cough, and difficulty breathing [2], [3]. The COVID-19 

pandemic has undoubtedly forced the entire world community 

to adopt a new lifestyle to continue carrying out their 

activities, thus making many changes and developing 

technology to assist community activities, one of which is the 

biometric attendance system with temperature measurement. 

The biometric system has its characteristics and uniqueness 

for every human being. Because of this, the biometric system 

can be used as a security system [4]. 

The face is a biometric system that is often used because it 

is easy to use and has a high level of security. The use of the 

face as a biometric recognition was first used in 1960 to 

determine the locale feature of a person [5]. Facial biometric 

identification research is developed with various new 

methods [6]–[9]. 

Face identification is carried out in two stages: face 

detection and face recognition. Face detection is a process of 

finding faces in an image [10]. Research on face detection has 

been carried out using various object detection models, one of 

which is the Convolutional Neural Network (CNN) [11]. 

Convolutional Neural Network is a good model used in 

looking for objects [12]. One of the popular CNN models used 
in object detection is the YOLO model [13]–[15]. Face 

identification is a process based on a person's facial 

characteristics [16]. Face identification is made by finding 

features in the faces. The feature extraction process is a 

challenge regarding appearance because good feature 

extraction can improve facial accuracy. In recent years, 

methods have been developed that can perform feature 

extraction. The feature extraction model mainly uses CNN as 

its architecture [17], [18]. The feature extraction results are 

then matched, and several methods are used, such as PCA 
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[19], SVM [20], Euclidean distance, and cosine similarity 

[21]. The COVID-19 pandemic has significantly impacted the 

face identification process caused by masks that partially 

cover the face. Several studies have been carried out on this 

issue, Deng. et al. [22] developed a masked face identification 

algorithm based on large-margin cosine loss where this 

method utilizes the part of the face that is not covered by the 

mask. Ud Din. et al. [23]developed a method of removing 

masks from the face using a GAN-based network. 

Prevention of COVID-19 can also be done by measuring 
body temperature. Human body temperature is one indicator 

of determining human health status [24]. Human body 

temperature is usually measured in the armpit, mouth, rectum, 

ear, or forehead. Each temperature measurement area has a 

different average temperature [25]. The COVID-19 pandemic 

has led to the development of a contactless body temperature 

measurement system. The development of contactless body 

temperature measurement aims to reduce the potential for 

direct contact with objects that have the potential to spread the 

COVID-19 virus. One of the methods for measuring body 

temperature is using the Internet of Things, which can utilize 
a touchless body temperature measurement using a 

temperature sensor [26]–[28].  

This study aims to create a masked face attendance system. 

The attendance system is built with two integrated systems: 

the attendance system and body temperature measurement. 

Research focuses on developing a contactless attendance 

system to overcome the spread of COVID-19. The main 

challenge in this research is how the system can identify a 

masked face using training data face without a mask. Face 

identification is carried out in two stages: face detection and 

face identification. The face detection stage uses the YOLOv5 
Framework. The face identification stage begins by extracting 

features from the detected faces using the pre-trained VGG-

Face. This feature extraction will produce 2622 dimensional 

vectors. The feature extraction result is then normalized, and 

similarity comparison is performed using Euclidean Distance.   

The Internet of Things used in this research utilizes an 

infrared sensor module to measure temperature and a Wi-Fi 

module for data transmission. The Results are stored in the 

Database. The development of this attendance system is 

expected to be efficiently used in the new normal. 

II. MATERIALS AND METHOD 

The proposed system has two integrated systems: a facial 

identification system and body temperature measurement. 

The system design can be seen in Figure 1, which shows the 

entire process in the system. The input image for face 

identification with a resolution of 640*480 is captured using 

a smartphone camera. Then face detection is performed using 

YOLOv5. The result of face detection is performed feature 

extraction using the pre-trained VGG-Face model. Feature 
extraction will produce 2622 dimensional vectors which are 

used for distance similarity using Euclidean distance. 

 
Fig. 1  Design system of face identification and temperature measurement 

Figure 2 shows a schematic diagram of the whole system. 

The body temperature measurement system uses the 

NodeMCU ESP8266 board and the MLX90614 sensor. The 

body temperature measurement and facial assessment 

systems are integrated by sending body temperature data to 
the facial system using a Wi-Fi network. The body and facial 

temperature measurements will be stored in the Database as 

attendance data.  

 
Fig. 2  Physical Implementation System 

A. Face Identification 

Face identification is done using the YOLOv5 framework 

with the YOLOv5s model. Yolo is a state-of-the-art, real-time 

object detector, and YOLOv5 is based on YOLOv1-YOLOv4 

[15]. The training process is carried out using a face dataset 

and face masks that have been labeled and marked with 

bounding boxes which are stored in different files. The 

YOLOv5 architecture can be seen in Figure 3.  
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Fig. 3  The architecture of YOLOv5 

 

The way the YOLOv5 framework works starts from the 
input layer to the backbone layer. CSPDarknet acts as a 

backbone to extract features from the input image [29]. The 

result of feature extraction is continued to the neck. PANet 

acts as a neck to create a feature pyramid. This pyramid 

feature helps the model perform object scaling. The head or 

output section is the final part of the detection object. The 

Yolo Layer acts as the head layer to anchor boxes of detected 

objects and produces output vectors of class probabilities and 

bounding boxes. The YOLOv5 architectural configuration 

used in this study uses the YOLOv5s configuration. 

YOLOv5s is a model configuration with the smallest depth 
multiple and width multiple values. This value affects the 

depth of the model and channel layer in learning the object 

detection model [29]. 

B. Feature Extraction 

Facial features in this study were performed using a 5-point 

face feature extraction. Feature extraction was performed 

using a pre-trained VGG-face model. Facial features are 

focused on above the nose. The VGG-Face architecture 

consists of 1 Input layer, 13 convolutional layers (Conv), five 
max-pooling layers (Max-pool), and three fully connected 

(FC) layers. Two activation functions are used in the model 

architecture, namely Relu and SoftMax. The Relu activation 

function is used at the convolutional (Conv) and fully 

connected (FC) layers [30].  

 
Fig. 4  VGG-face model architecture  

A SoftMax activation function is used in the output or Prob 

layer. The VGG-face model is trained using the Labeled Faces 
in the Wild (LFW) dataset, consisting of 13,233 images with 

5749 identities, and YouTube Faces, which contains 3425 

videos of 1595 people collected from YouTube. The VGG-

face architecture can be seen in Figure 4. The VGG-face 

model produces 2622 dimensional vectors that store facial 

features' embedding data, which are then carried out for 

identification [31]. 

C. Similarity Feature Distance 

The Similarity Distance feature is a vector calculation 

between the input image and the image in the Database. 

Calculating the distance vector is to detect the difference 

between the input image and the image in the Database. The 

vector distance calculation is done by finding facial features 

That have been extracted previously using Euclidean 

distance. Euclidean distance is the shortest distance between 

two points in an N-dimensional space, also known as 
Euclidean space. The Euclidean distance calculation can be 

seen as follows [32]. 

 ���, �� �  	∑ ��� � ���
�
���    (1) 

Where �, � are two points or points of Euclidean �. ��, �� 
are Euclidean vectors that start from the starting point. Before 

finding facial features, data sets, and input data, the vector 

normalization process is carried out first using the l2 norm. 
The l2 norm formula can be seen as follows [33]. 

 |�| �  	∑ |��|
�
���    (2) 

Where |��| show a complex modulus. The reason for vector 

normalization is that it makes features more consistent with 

each other so the model can make better predictions [34]. 

D. Temperature Measurement 

The temperature measurement system carried out using the 

MLX90614 sensor is a contactless sensor that uses infrared 

for temperature measurement. The MLX90614 sensor has a 

measuring range from -40°C to 125°C  [35]. The sensor is 

designed with NodeMCU ESP8266 [36]. The design of the 

temperature measurement system can be seen in Figure 5. The 

MLX90614 sensor needs to be recalibrated because it 

significantly differs from commercial thermometers when 

used directly. The sensor needs to be recalibrated to reduce 
the error rate. Sensor calibration is carried out using the Two-

Point Calibration Method. Calibration Two Point Calibration 

will compare the sensor MLX90614 with a commercial 

infrared thermometer. The Two-Point Calibration method is 

used because the sensor output is linear in a range of values. 
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Fig. 5  Body temperature measurement system architecture using the 

NodeMCU ESP8266 sensor and Arduino Uno 

III. RESULT AND DISCUSSION 

A. Body Temperature Measuring Device 

An attendance system is created using a smartphone 

camera as an image input tool. The smartphone is also paired 

with a temperature sensor. Figure 6 shows the results of the 
design of the tools used in the attendance system. 

Fig. 6  Attendance tool for image capture and temperature measurement 

B. Temperature measurement test 

The temperature measurement test is carried out by 

directing the temperature measurement tool to the forehead 

area. The distance between the temperature measurement tool 

and the user is about 40-60 cm. The test is carried out in 2 

stages: before measurement, before calibration, and after 

calibration. Table I shows the results of measuring body 

temperature before calibration. The test results in Table I 

show a significant enough difference with the comparison 

sensor before calibration is applied. The difference is reduced 

by performing a two-point calibration. The formula used for 
calibration is: 

 � �  2.0567� �  41.033   (3) 

Where � is the temperature input for calibration, the 

variables in the formula are obtained using a linear equation 

based on the measurement results in Table I. The 

measurement results of the MLX90614 sensor with two-point 

calibration can be seen in Table II. The measurement result 

after calibration reduces the error rate to 0.1. Sensor testing 

after calibration was also carried out on five samples shown 

in Table III. The test results in Table III show that the sensor 

calibration was successfully carried out with an error rate of 

0.1, the same as the results in Table II. 

TABLE I  

SENSOR TEST RESULTS BEFORE CALIBRATION 

Subject Sensor 

MLX90614 

Thermometer 

infrared 

Difference 

1 34.1 36.6 2.5 
2 33.9 36.5 2.6 

3 34 36.4 2.4 
4 34 36.5 2.5 
5 34.6 36.8 2.2 
6 34 36.4 2.4 
7 33.6 36.4 2.8 
8 33.9 36.5 2.6 
9 34.5 36.6 2.1 
10 34.4 36.6 2.2 

Average difference 2.43 

TABLE II 

SENSOR TEST RESULTS AFTER CALIBRATION 

Subject Sensor 

MLX90614 

Thermometer 

infrared 

Difference 

1 36.5 36.4 0.1 
2 36.5 36.5 0 

3 36.7 36.6 0.1 
4 36.4 36.5 0.1 
5 36.8 36.8 0 
6 36.5 36.6 0.1 
7 36.4 36.5 0.1 
8 36.5 36.4 0.1 
9 36.4 36.4 0 
10 36.7 36.6 0.1 

Average difference 0.07 

TABLE III  

SENSOR TEST RESULTS AFTER CALIBRATION WITH DIFFERENT SAMPLES 

Subject Thermometer 

Infrared 

Sensor 

MLX90614 

Difference 

1 36.9 36.9 0.0 
2 36.4 36.7 0.1 

3 36.4 36.4 0.0 
4 36.2 36.1 0.1 
5 36.5 36.5 0.0 

Average difference 0.15 

C. Face Detection Test  

Testing the face detection model begins with learning the 

detection model. The learning process is carried out by using 

120 face images for the training process and 30 face images 
for the validation process. Each image used contains masked 

and unmasked faces of various sizes. The test was carried out 

with several differentiated scenarios based on the number of 

epochs and optimizers to determine the best epoch and 

optimizer for the face detection process. The learning 

outcomes of the model are described in Table IV. Based on 

Table IV, test scenarios using 300 Epoch and Adam's 

Optimizer resulted in the best and optimal value. Figures 7 to 

10 show an evaluation graph based on classification loss, box 

loss, and object loss. Box loss represents how well the model 

can define and predict bounding boxes for objects, object loss 
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is the probability value that is in the region of interest, and 

classification loss represents how the model can predict the 

class correctly based on the detected object [37]. The test 

results show a decreasing trend in value along with the 

iteration, but it shows an increase in value in several 

iterations. This happens because the model fails to detect 

objects from the given image. 

TABLE IV  

FACE DETECTION MODEL LEARNING RESULTS 

N
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1 100 SGD 0.60 0.62 0.59 0.60 

2 100 Adam 0.71 0.77 0.70 0.73 

3 200 SGD 0.72 0.91 0.63 0.74 

4 200 Adam 0.75 0.94 0.69 0.79 

5 300 SGD 0.74 0.92 0.68 0.78 

6 300 Adam 0.76 0.92 0.71 0.80 

7 500 SGD 0.72 0.91 0.65 0.76 

8 500 Adam 0.75 0.84 0.71 0.77 

 
Fig. 7  Loss classification results when evaluating face detection models 

 

Fig. 8  Box loss results when evaluating face detection mode 

 
Fig. 9  Object loss results on face detection model evaluation 

D. Face Identification Test 

Facial identification test using LFW dataset. The test aims 

to identify faces with and without masks. The dataset was 

modified to use only a sample of 120 subjects. The Database 
used does not yet have a masked face sample, therefore, image 

augmentation is carried out to implement a mask on the 

sample face image [22]. The test begins with learning using 

the one-shot learning method, where this method only uses a 

few facial images from each sample for the learning process 

[38]. The learning process for testing uses five face images 

from each sample without a mask. The test results can be seen 

in Table V for testing samples without masks and Table VI 

for testing samples with masks. 

The results of the face identification test without using a 

mask shown in Table V represent a fairly high level of 
accuracy. The result shows that VGG-Face can identify faces 

properly using only five training samples for each subject. 

The masked face identification test in Table VII shows a 

lower accuracy level than the test results in Table V. This is 

caused by the test image having noise in a mask utilized on 

the face. There are some types of masks used in face mask 

testing. They are cloth, surgical, N95, KN95, and gas masks. 

Using Norm L2 in testing provides a fairly good performance, 

where the test results in Table V show an increase of 2.86% 

and an increase of 3.11% percent from the test results in Table 

VI. This shows that using L2 Norm in the identification 

process can help improve the performance of the facial 
identification model. 

TABLE V  

FACE SUBJECT TEST RESULTS WITHOUT MASK 

No. Matrix Score With 

Normalization 

Score Without 

Normalization 

1 Accuracy 93.10 % 90.24 % 
2 Precision 93.82 % 91.43 % 
3 Recall 93.10 % 90.24 % 
4 F1-Score 92.89 % 90.12 % 

TABLE VI 

FACE SUBJECT TEST RESULTS WITH MASK 

No. Matrix Score With 

Normalization 

Score Without 

Normalization 

1 Accuracy 54.23 % 51.12 % 
2 Precision 67.82 % 65.50 % 
3 Recall 54.23 % 51.12 % 
4 F1-Score 54.00 % 50.34 % 

E. Test attendance system 

The attendance system test integrates facial identification 

and a human temperature measurement system. The test was 
conducted with 15 subjects from Indonesia with an age range 

of 17 – 22 years. Each subject is taken with as many as five 

images for the learning process. The subject image is taken at 

a distance of 40 – 60 cm from the camera and in various 

lighting conditions. The results of the facial identification test 

can be seen in the heatmap graphs in Figure 10 and Figure 11. 

The performance of the facial identification model is shown 

in Table VII. It shows that the facial identification model can 

carry out the identification process well, both for a face with 

a mask and without a mask. Identification testing of the 

masked face has a significant increase. Those are due to the 

use of training data that is good quality. Body temperature 
measurement tests were carried out on subjects in various 
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room conditions. The experimental results in Table VIII show 

the test results with the highest error rate of 0.2. 

 
Fig. 10  Heatmap confusion matrix test subject without mask 

 
Fig. 11  Heatmap confusion matrix testing subject with mask 

TABLE VII  

FACE IDENTIFICATION TEST RESULTS 

No. Matrix  Subject with 

mask 

Subject without 

mask 

1 Accuracy 73.33 % 92.00 % 
2 Precision 77 % 92.88 % 
3 Recall 73.33 % 92.00 % 

4 F1-score 72.99 % 91.94 % 

TABLE VIII  

SENSOR TEST RESULTS AFTER CALIBRATION WITH DIFFERENT SAMPLES 

Subject Thermometer 

Infrared 

Sensor 

MLX90614 

Difference 

1 36.9 36.9 0.0 
2 36.4 36.7 0.1 
3 36.4 36.4 0.0 
4 36.2 36.0 0.2 
5 36.5 36.5 0.0 
6 36.0 36.0 0.0 
7 35.9 36.0 0.1 
8 36.7 36.7 0.0 

9 36.3 36.3 0.0 
10 36.4 36.5 0.1 
11 36.2 36.1 0.1 
12 36.3 36.2 0.1 
13 36.6 36.6 0.0 
14 36.6 36.7 0.1 
15 36.1 36.2 0.1 

Average difference 0.07 

IV. CONCLUSION 

This paper proposes a system for preventing the spread of 

COVID-19. The system is an attendance system that can 

recognize masked faces and measure body temperature. Face 

identification utilizing the YOLO Framework achieved the 

highest F1-score score of 80% out of eight learning scenarios. 
This face detection model detects both masked and unmasked 

faces. VGG-Face is used for face feature extraction and 

generates a 2622-dimensional vector. This vector is then 

normalized using L2 to obtain more consistent features. The 

face identification process was evaluated using the LFW 

dataset, yielding an F1 score of 92.89% for faces without 

masks and 54% for faces with masks. This identification 

result was achieved after L2 normalized the features. The 

MLX90614 Sensor was calibrated to reduce error rates. The 

calibration technique is carried out by comparing the 

MLX90614 Sensor to other infrared thermometers. The error 
rate of the MLX90614 Sensor is 2.4° C before and 0.1° C after 

calibration. The developed attendance system combines the 

facial identification system and body temperature 

measurement. The test used 15 user samples. The 

identification process produced an F1 score of 91.94% for 

faces without masks and 72.99% for faces with masks. The 

face identification test's F1 score of the masked face increased 

due to numerous factors, including the picture quality. The 

temperature measurement system has a constant error rate of 

0.1° C. This attendance system may be improved and utilized 

in various industries, including security and health care. 
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