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Abstract—This study aims to improve the quality of AI education for the AI era by developing an educational dataset library and 

exploring its applicability. Reflecting the needs of teachers engaged in AI educational activities, the dataset library emphasizes the 

diversity of topics, forms, and sizes of datasets provided. Additionally, it is designed with a feature to generate outliers and missing 

values suitable for students' accessibility and educational purposes. The library developed in this research is based on Python and 

employs the random forest modeling method to generate high-quality synthetic datasets. The functionality and suitability of this library 

for AI education have been evaluated by an expert panel, which has endorsed its applicability in the field. In detailed assessments of the 

synthetic datasets generated, the library demonstrated its capability to accurately mirror the statistical characteristics of original 

datasets, achieving high levels of accuracy and cosine similarity in the modeling results. These outcomes confirm the library's efficacy 

in reconstructing educational datasets specifically for AI education purposes and crafting high-quality synthetic datasets. This approach 

offers a practical solution to the existing shortage of educational datasets and substantially enhances the overall quality of education. 

This research proves immensely beneficial for educators and learners, laying a foundation for ongoing and future research focused on 

creating and utilizing educational datasets in AI. This paves the way for expanding the possibilities and scope of their application in the 

educational field, potentially transforming AI education practices.  
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I. INTRODUCTION

The world is undergoing significant changes, often called 
the 'Artificial Intelligence (AI) era'. Definitions of AI vary 
among researchers. McCarthy [1] answered some 
fundamental questions regarding AI in his study "What is 
Artificial Intelligence?", where he redefined it as the science 
and engineering of making intelligent machines and brilliant 
computer programs. He also noted that not all AI researchers 
agree with this definition. Just as the definition of AI is 
diverse, so are the definitions of AI education, which are 
characterized from various perspectives by different 
researchers. AI education is typically categorized into two 
perspectives: one that utilizes AI technologies and tools to 
improve the education and learning process and another that 
sees AI education as a research topic aimed at providing 
knowledge and understanding of AI [2]. AI education as a 
research topic is mainly discussed in terms of enhancing AI 
literacy, which commonly emphasizes education about 

understanding AI, using and applying AI, creating and 
evaluating AI, and AI ethics [3]–[8].  

Research on AI education, along with the definition of AI 
education itself, has focused on effectively enhancing 
students' AI literacy. The primary methods suggested 
involving programming exercises and project-based 
education aimed at developing intelligent systems [9], [10], 
[11]. Furthermore, a shift in thinking from traditional 
computer education to a new perspective is deemed necessary, 
especially highlighting the differences between rule-based 
programming and the need for low-level educational 
applications suitable for students' levels. Discussions have 
also emphasized the distinctions in programming and 
debugging based on data [12].  

The importance of datasets, a key component of AI, has 
been emphasized in developing high-performance AI 
technologies and the responsible use of such technologies, 
leading to dataset-centric research for AI configuration [13]. 
In AI education, it's essential to present datasets to assist 
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students in grasping AI principles. Related research has 
asserted the importance of providing experiences in 
developing final products by resizing datasets to match 
students' levels or by sequentially increasing complexity 
[14]–[16].  

Using datasets from real-life data in AI education can 
provide students with meaningful problem-solving 
experiences by offering lessons closely related to their life 
context [17]–[19]. Research focused on developing purpose-
driven datasets for AI education based on context has 
highlighted the importance of considering students' 
preferences for context, data types, and programming tools, 
leading to the creation of datasets that reiterate the 
significance of real-world datasets [20]. Despite these 
advantages and importance, educators face challenges in 
utilizing datasets due to difficulties in data exploration, 
cleansing and restructuring, and evaluating the validity of the 
data [21]. The AI industry utilizes synthetic dataset creation 
methods to secure and handle datasets, solving issues related 
to personal information in datasets and filling in missing data 
to increase reliability [22]. 

Synthetic datasets were not actual data but were generated 
from real data with statistical properties like the original 
datasets. Synthetic datasets could be categorized into partial 
synthetic datasets, which partially replace the real data; 
complete synthetic datasets, which completely replace the real 
data; and hybrid synthetic datasets, which use both methods 

[22]. If such methods of synthetic dataset creation used in the 
industry are applied to reconstruct datasets generated around 
students' daily lives, including at schools, it could solve the 
problem of dataset shortage and provide high-quality 
educational datasets for use in teaching and learning [23]. In 
this context, this study aims to support AI education for 
enhancing AI literacy by developing an educational dataset 
library using synthetic dataset creation methods and assessing 
its applicability. 

II. THE MATERIALS AND METHOD 

A. Analysis of Needs 
It is necessary to analyze teachers' needs to derive the 

essential features of an educational dataset-generating library 
for AI education and enhance its suitability for the teaching 
and learning environment. For this, the current study 
employed Rossett's Needs Analysis Model, a widely used 
model in corporate training. Rossett's model is renowned for 
its focus on the implementation process of needs analysis and 
for offering an easily applicable procedure [24]. 

Following Rossett's Needs Analysis Model procedure, this 
study conducted a step-by-step process to identify problems 
with AI educational datasets, determine the purpose of the 
needs analysis to resolve these issues, and make decisions for 
problem-solving, as shown in Fig. 1. 

 
Fig. 1. Rossett's Needs Analysis Model 

 
Firstly, the purpose of the needs analysis is determined. 

The needs analysis in this study aims to identify the elements 
and features the educational dataset library should possess for 
AI education. Hence, the objective of the needs analysis is set 
as 'What are the essential elements and features that an 
educational dataset library must have?' Secondly, the 
situations causing the issues are identified, and sources with 
information capable of achieving the purpose of the needs 
analysis are confirmed. In this study, teachers are designated 
as the source of needs analysis. They provide information 
regarding the construction of the teaching and learning 
environment, methods of dataset provision, and the functions 
needed when processing datasets for educational purposes 
from the standpoint of offering datasets to learners and 
conducting classes within the teaching and learning 
environment. Thirdly, a tool is selected to collect information 
for the needs analysis. Due to the need for systematic 
preliminary studies related to datasets for AI education, the 
tool for the needs analysis was a questionnaire developed and 
utilized by the researcher, extracting the necessary elements 
and features of datasets in the teaching and learning 
environment. The constructed questionnaire is finalized after 
being reviewed and modified by one computer education 
professor and three doctoral-level experts. Fourthly, 
information is collected using the previously developed tool 
to achieve the purpose of needs analysis. The completed 
survey items are distributed to 24 teachers (11 elementary 
teachers, 13 secondary teachers) active in AI education in the 
field. Fifthly, the collected information is analyzed, and 

decisions are made. Based on the survey results, the essential 
elements and features of the AI educational dataset library 
should have been derived. 

B. Synthetic Dataset Generation and Reconstruction  
The method for generating synthetic datasets utilizes the 

Sequential Regression Multiple Imputation (SRMI) approach, 
an extension of replacement techniques for filling in missing 
values using information from the original dataset [25]. This 
method involves sampling from distributions appropriate to 
each variable's characteristics. It allows the assumption of 
various models considering the relationships among 
variables, making it widely used as a fundamental concept in 
synthetic dataset generation. Additionally, the SRMI 
approach can synthesize data through various machine 
learning methods and learn from the original dataset relatively 
quickly to generate high-quality synthetic datasets [26]. 

When generating synthetic data, if modeling the necessary 
posterior predictive distributions of the original dataset is 
statistically challenging or the computations are complicated 
due to many variables, one may use a nonparametric approach 
or Monte Carlo techniques to approximate the distributions. 
Since synthetic data use only the generated values—not the 
statistical inferences of precise models—it is possible to 
employ machine learning methods to derive the most 
approximate values [26]. 

Approximate methods through machine learning have 
proposed nonparametric approaches using Decision Trees, 
and more recently, methods employing Random Forest have 
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also been utilized [27], [28]. Decision Trees are one of the 
modeling algorithms that can handle both categorical and 
continuous data, offering the advantage of straightforward 
interpretation of partitioning results and scalability to 
accommodate large datasets. While the characteristics of tree 
algorithms can lead to overfitting or sensitivity in the tree 
structure as drawbacks, these can be mitigated through 
techniques such as pruning. Thus, decision trees are 
extensively used in R packages for generating synthetic 
datasets and are known to produce stable results in various 
studies, serving as the base algorithm for the widely used 
Synthpop package [29], [30]. 

This study explored various Python packages 
implementing Synthpop, an R package for generating 
synthetic datasets. Among these, we identified the synthpop 
library by Hazy as the most closely aligned with our 
objectives [31]. The aim of this study was to refine this library 
to develop a synthetic dataset generation library specifically 
for AI educational purposes. 

C. Selection of Example Datasets 
For the experiment of generating synthetic datasets, 

datasets from the Scikit-learn library, which offers a variety 
of features related to machine learning and where the 
relationship between independent and dependent variables is 
presented, were selected. These datasets are frequently used 
in AI education and research. Additionally, to carry out 
experiments with synthetic datasets of various sizes, 30 rows 
without any missing values across all columns were randomly 
sampled based on the dependent variable to standardize the 
number of rows, as shown in Table 1 [32]. 

TABLE I 
INFORMATION OF THE EXAMPLE DATASET FOR THE EXPERIMENT 

Example 

Dataset 

Size 

(Rows*Columns) 

Modeling 

Method 

Variable 

(Dependent 

Variable) 

Iris 30*5 multi-
classification 

Sepal length, 
Sepal Width 3 
other (Species) 

Diabetes 30*8 binary 
classification 

Pregnancies, 
Glucose 7 
other 
(Outcomes) 

Boston 
Housing 

30*13 regression CRIM, ZN 12 
other (MEDV) 

 
The Iris dataset is suitable for multi-classification, where 

the task is to categorize into one of four species based on 
various Iris flower characteristics. The Diabetes dataset is apt 
for binary classification, classifying whether individuals from 
the Pima Indian heritage have an onset of diabetes within five 
years based on various diabetes onset factors (Outcomes). The 
Boston Housing dataset is well-suited for regression analysis, 
predicting housing prices (MEDV) based on multiple factors 
influencing prices in the 1970s. Although the distribution of 
the Boston Housing dataset was officially banned due to 
ethical concerns, the purpose of this experiment is to generate 
synthetic datasets, and the meaning of each variable in the 
dataset is not the subject of research, so ethical issues were 
not considered [32], [33]. 

 

D. Library Suitability Verification 

The synthetic dataset generation library developed for AI 
education in this study has been verified. A group of AI 
education experts was assembled to review the library's main 
features and validate its suitability for the AI teaching and 
learning environment. The questionnaire was designed to 
evaluate the suitability of the library's main features for 
teaching and learning activities on a 5-point scale ranging 
from 'not suitable at all' to 'very suitable.' Additionally, 
respondents were allowed to provide reasons for their choices 
if they selected 'not suitable at all' or 'not suitable.' Details of 
the expert group are presented in Table 2. 

TABLE II 
EXPERT GROUPS FOR SUITABILITY REVIEWS 

Category 
Number of 

Experts (Ratio) 
Sum 

Target Elementary School 4(28.6) 
14 Middle School 4(28.6) 

High School 6(42.8) 
Years of 
teaching 
experience 

10 ~ 14 years 6(42.8) 
14 15 ~ 19 years 4(28.6) 

20 years above 4(28.6) 
major Computer science 2(14.3) 

14 
Computer education 12(85.7) 

Final degree Master 11(78.6) 
14 

Doctor 3(21.4) 
 
To quantitatively evaluate the results of the expert review, 

responses such as 'not suitable at all' were encoded as 1 and 
'very suitable' as 5. The analysis includes the calculation of 
mean, standard deviation, the number of experts in agreement, 
and the Content Validity Ratio (CVR) [34]. Secondly, the 
library developed through this research was used to generate 
synthetic datasets, and the quality of these datasets was 
assessed. The evaluation was divided into two experiments 
simulating a teaching and learning situation: one using a 
complete synthetic dataset with the same number of rows (30) 
and another using a complete synthetic dataset with a more 
significant number of rows (500) created through data 
augmentation.  

The datasets were primarily evaluated based on their 
'accuracy' [35]. We generated synthetic datasets using the 
library developed through this study for a quantitative 
accuracy comparison, utilizing selected example datasets. To 
establish a control group for comparison, we similarly 
generated synthetic datasets using Hazy’s Synthpop library 
and compared their accuracies. To generalize the experiment 
results, we created 1,000 synthetic datasets and analyzed their 
accuracies using the method outlined in Table 3. 

TABLE III 
METHOD FOR COMPARING MODELING RESULTS ACROSS DATASETS 

Dataset 

(Size) 

Experiment 

Size 

Modeling 

Method 

Accuracy 

metric 

Model 

similarity 

Iris 
(30*5) 

30*5 Logistic 
Regression 

Classification 
accuracy 

Cosine 
similarity of 
model 
coefficients 

500*5 

Diabetes 
(30*8) 

30*8 Logistic 
Regression 

classification 
accuracy 500*8 

Boston 
Housing 
(30*13) 

30*13 Linear 
Regression 

mean 
squared error 500*13 
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Initially, models were created using synthetic datasets from 
the library developed in this study and Hazy’s synthpop, 
serving as the control group. To compare the accuracy of these 
models, all variables except for the dependent variable in each 
dataset were designated as independent variables, and 
modeling was conducted utilizing logistic regression and 
linear regression via Scikit-learn. The example dataset was 
employed as a test dataset to facilitate the comparison of 
various accuracy metrics. Furthermore, to compare the 
similarity with the modeling results of the example dataset, 
the coefficients of each model were extracted, and the cosine 
similarity between these coefficients and those of the example 
dataset model was calculated and analyzed. 

III. RESULTS AND DISCUSSION 

A. Results of Needs Analysis and Library Design 
The results of the needs analysis are presented in Table 4. 

Firstly, it was found that teachers who provide datasets to 
students and conduct classes in the teaching and learning 
environment value the diversity of dataset topics, forms, and 
sizes offered by the dataset library. On the other hand, the 
demand for additional features such as visualization, 
programming, and user sharing was relatively low. This is 
interpreted to mean that data visualization and direct handling 
of data for data analysis and AI education hold educational 
significance, and the programming tools preferred by teachers 
already offer these functionalities. 

Regarding the form of datasets for AI education, it was 
revealed that all teachers prefer structured data in numeric and 
textual formats, with over 91% of teachers expressing a 
preference for image data and a minority favoring video 
datasets. The most preferred method of providing datasets to 
students was using datasets within programming tools, 
followed by students downloading them directly and 
distributing them through class communities or cloud 
services. 

TABLE IV 
RESULTS OF NEEDS ANALYSIS 

Questionnaire Response results (Ratio) 

Importance of 
dataset topic 
diversity 

1 2 3 4 5 
0 (0) 0 (0) 0 (0) 7(29.2) 17 

(70.8) 
Importance of 
dataset shape 
diversity 

1 2 3 4 5 

0 (0) 3 
(12.5) 

2 
(8.3) 

5(20.8) 13 
(54.2) 

Importance of 
additional 
functions 
(visualization, 
sharing, etc.) 

1 2 3 4 5 
2 (8.3) 7 

(29.2) 
2 
(8.3) 

5(20.8) 8 (33.4) 

Choose 2 
preferred types of 
datasets 

Data 
frame 

image audio movie etc. 

24 
(100) 

22 
(91.7) 

0 (0) 2 (8.3) 0 (0) 

Choose 2 
preferred ways to 
offering datasets 

Student downloads directly 12(50) 

Through a programming tool 18(75) 
Through the class community 9(37.5) 
Through download links 6(25 
Others (using file-delivering software, 
etc.) 

3(12.5) 

Other essential 
features 

Easy student access, address privacy and 
information identification issues, and generate 
outlier missing data for educational purposes. 

 
In the open-ended questions about the essential 

requirements for an AI education dataset library, there were 
requests for interoperability with currently used AI 
educational tools and ensuring student accessibility, creation 
of outliers and missing values for educational purposes, 
provision of structured datasets on various topics, and 
addressing personal information and identification issues for 
using proprietary datasets. Based on the needs analysis 
results, we designed the library to provide and reconstruct 
datasets themselves, focusing on these features, as shown in 
Fig. 2.  

 
Fig. 2 Designing a Dataset Library for AI Education that is generating synthetic dataset 

 
The programming language was set to Python, widely used 

in AI education, to enhance accessibility in the teaching and 
learning environment. The library distribution format utilizes 
PyPI, enabling direct access from programming tools. The 
library includes example datasets usable in AI teaching and 
learning environments. It is designed to generate sophisticated 

synthetic datasets through improved feature modeling 
compared to existing libraries. The generated synthetic 
datasets are limited to structured data and intended to be 
extracted as DataFrame using the Python Pandas library. 
Additionally, the functionality to create arbitrary missing 
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values or outliers has been added to increase educational 
suitability. 

B. Development of Synthetic Dataset Library 
The original library is an alpha version library that 

implements Synthpop, a package for generating synthetic 
datasets in R, into Python. This library can only create 
datasets using the example datasets provided within it, and it 
has a limitation in reproducing the generated datasets due to 
the randomness in predictions after modeling. To address 
these limitations, the process was improved to enable the 
generation of synthetic datasets from general data frames 
input by users. Furthermore, since the reproducibility of 
datasets is crucial in educational environments, enhancements 
were made to reproduce generated synthetic datasets using 
seed values. 

To enhance the original library's modeling method, 
Random Forest is the primary method for post-prediction 
distribution. Random Forest, comprising multiple Decision 
Trees and utilizing ensemble techniques for prediction, 
generally outperforms most individual Decision Trees. 
Accordingly, a modeling algorithm utilizing Random Forest 
was structured as outlined in Table 5 and applied to the 
library. 

TABLE V 
RANDOM FOREST ALGORITHM FOR SYNTHETIC DATASET GENERATION 

Algorithm Random Forest  
 
Given : 
- Df : raw dataframe 
- Vs : order of columns to synthesize 
- Dp : dataframe the columns referenced have the value 1 
- Bs :  boolean for column smoothing preprocess status 
- Bp: boolean for data shuffling preprocess status 
- Ne : number of decision trees, 100 
- Nd : maximum depth of decision trees, None 
- Ns : seed value for random number generation 
- Nk : length of the rows to generate 
 
Modeling Phase : 
1: FOR c = Vs 
2:     col_predictor = all column names with a value of 1 in Dp[c] 
3:     Xdf  = Df[col_predictor] 
4:     Y  = Df[col] 
5:     IF data type of Y is categorical type 
6:         Rf = RandomForestClassifier(Ne, Nd, Ns ) 
7:     IF data type of Y is numeric type 
8:         Rf =  RandomForestRegressor(Ne, Nd, Ns ) 
9:    IF Bs 

10:       Xdf , Y = Min Max normalized or One hot encoding( Xdf , Y ) 
11:    Rf.fit(Xdf , Y) 

12:    leaves_y = DataFrame(key : leaf nodes(Xdf), value : Y) 
 
Generating Phase: 
1: synth_df = DataFrame(key : Vs, value : [0]* Nk) 
2: synth_df[Vs[0]] = random choice( Df[Vs[0]], Nk, Ns) 
3: FOR c = Vs 
4:     col_predictor = all column names with a value of 1 in Dp[c] 
5:     Xdf = synth_df[col_predictor] 
6:     IF Bs 
7:         Xdf  = Min Max normalized or One hot encoding( Xdf ) 
8:      ypred = [0] * leaf nodes(Xdf) 
9:      leaves_pred = DataFrame(key : leaf nodes(Xdf), value : Y)  

10:     FOR leaf, indice = leaves_pred.keys, leaves_pred.values 
11:         IF leaf in leaves_ydict.keys 
12:             ypred[indices] = random choice(leaves_yt[leaf], indices size, 
Ns) 
13:         ELSE 
14:             ypred[indices] = random choice (leaves_y[near leaf], indices 
size, Ns) 
15:     synth_df[c] = ypred 
 

 
To generate a synthetic dataset, a model that learned the 

information of the columns was required. According to the 

order of the columns (Vs) to be generated, they were used as 
independent variables for modeling. The process involves 
cumulatively using preceding columns as independent 
variables for modeling and conducting processes based on the 
column's data type or synthesis options (Bs ~ Ns). The 
processed independent variables (Xdf) were then used as 
training data, and the column to be generated was modeled as 
the dependent variable (Y). 

Once all columns of the original dataset intended for 
synthetic dataset generation had been modeled, the SRMI 
method replaced the data one column at a time. The first 
column was randomly sampled from the original dataset as 
many times as needed for generation. All random sampling 
for creating the synthetic dataset utilizes the Seed value (Ns) 
entered as an option to ensure reproducibility. Subsequently, 
the remaining columns were generated and replaced with data 
using the predicted values from the trained Random Forest, 
according to the sequence of columns (Vs) to be generated, 
utilizing previously generated columns as independent 
variables.  

Based on the characteristics of Random Forest, an 
ensemble-based method, the most frequent outcome by the 
independent variables was determined, producing a leaf node. 
If the leaf node corresponds to a value existing in the original 
dataset, the dataset is generated by randomly sampling the 
mapped values from that leaf node. If the leaf node does not 
exist in the original dataset, the dataset is created using the 
nearest leaf node. Additionally, to add the functionality of 
creating arbitrary missing or outlier values for educational 
purposes, a dataset reconstruction algorithm was structured as 
outlined in Table 6 and applied to the library. 

TABLE VI 
DATASET RECONSTRUCTION ALGORITHMS FOR AI EDUCATION 

 

The addition of missing values and outliers was processed 
in the final stage after the synthetic dataset had been 
generated. Given a synthetic dataset, along with the 
proportions of missing values, outliers, and a seed value (Ns), 
a specified percentage of the data is replaced with missing 
values (NaN) or outliers. The locations for these replacements 

Algorithm Dataset Reconfiguration 
 
Given: 
- Synth_df: generated synthetic dataset 
- Nm: ratio of missing value 
- No : ratio if outliers 
- Ns : seed value for random number generation 
 
Missing value Reconfiguration : 
1: count = 0 
2: WHILE (whole data * Nm) >= count 
3:     x = random(o, len(df), Ns) 
4:     y = random(0, len(df.columns) , Ns) 
5:     synth_df.iloc[x, y] = NaN 
6:     count =+1 

 
Outliers Reconfiguration : 
1: count = 0 
2: WHILE (whole data * No) > count 
3:     x = random(o, df.row, Ns) 
4:     y = random(0, df.columns, Ns) 
5:     IF synth_df[y].dtype is numeric type 

  6:         q1 = synth_df[y] .quantile(0.25) 
  7:         q3 = synth_df[y] .quantile(0.75) 
8:     IF random(Ns) % 2 == 0 
9:         synth_df[x][y] = q1 – random(1.5, 2 Ns) * (q3-q1) 

10:     ELSE 
11:         synth_df[x][y] = q3 +  random(1.5, 2 Ns) * (q3-q1) 
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were determined by reproducible random positions generated 
using the seed value. For outliers, the column's data type at 
the random position was checked. If it was numerical data, 
that column's first and third quartiles were derived. Using the 
IQR (Q3-Q1) value, outliers were generated by subtracting 
the IQR value from the first quartile and adding it or the third 
quartile to ensure a variety of outliers can be included. 

C. Expert Review Results for Library 
To validate the suitability of the developed library in the AI 

teaching and learning environment, a survey focused on the 
features of 'synthetic dataset generation,' 'dataset size 
configuration,' 'seed value reproducibility,' 'missing value 
generation,' and 'outlier generation.' The results are presented 
in Table 7.  

TABLE VII 
LIBRARY FEATURE EXPERT REVIEW RESULTS 

Feature Mean Std Agree CVR 

Generate synthetic dataset 4.57 0.49 14 1.00 
Setting the dataset size 4.64 0.48 14 1.00 
Reproduction with seed 
values 

4.86 0.35 14 1.00 

Generate missing values 4.50 0.50 14 1.00 
Generate outliers 4.79 0.41 14 1.00 

 
Based on the expert panel numbers (n=14), it was 

confirmed that the library's functionalities were all validated 
(CVR. �  0.571). All experts submitted responses that fall 
under 'suitable' and 'very suitable,' and the average responses, 
encoded from 1 (not at all) to 5 (very suitable), also indicated 
that the developed AI educational synthetic dataset generation 
library is appropriate for the academic field, as the average 
responses fell between 'suitable' and 'very suitable' (Mean � 

4.50). 

D. Quality Evaluation Results of Synthetic Datasets 
To compare the quality of the datasets generated through 

the example datasets with those generated by Hazy's 
synthpop, modeling was performed for each, and both 
accuracy and cosine similarity to the example dataset models 
were measured. Furthermore, the average and standard 
deviation of 1,000 measurement results were calculated to 
generalize the evaluation results. The results of generating a 
synthetic dataset with the same number of rows (30) as the 
example datasets are shown in Table 8. 

TABLE VIII 
RESULTS OF EVALUATING SYNTHETIC DATASET QUALITY  

THROUGH MODELING (N=30) 

Feature Division 
Accuracy Cosine Similarity 

Mean Std Mean Std 

Multi-
classification 
(Iris) 

Experimental 0.96 0.14 0.99 0.00 
Control 0.95 0.14 0.98 0.01 

Binary 
classification 
(Diabetes) 

Experimental 0.77 0.00 0.97 0.01 

Control 0.77 0.00 0.95 0.02 
Linear 
regression 
(Boston 
Housing) 

Experimental 23.15 0.62 0.97 0.02 

Control 25.21 1.03 0.86 0.06 

Regarding the average and standard deviation of accuracy 
and cosine similarity, there was no significant difference 
between the library using Random Forest and the existing 

library that uses Decision Trees. Both libraries demonstrated 
high accuracy, exceeding 0.95 in multi-class classification, 
and the cosine similarity was also high, above 0.98, indicating 
that the datasets well reflected the properties of the original 
datasets. In binary classification, both libraries showed 
somewhat lower accuracy, while for linear regression, the 
library using Random Forest showed relatively higher results 
in cosine similarity. For comparing each of the 1,000 sessions 
created, accuracy was visualized in histograms, as shown in 
Fig. 3. 

 

 
Fig. 3 Synthetic dataset accuracy evaluation results based on example 
datasets (n=30) 

 
The histogram visualization results revealed differences 

between the two libraries. While the overall shapes of the 
distributions for both multi-class and binary classifications 
were similar across the libraries, the one utilizing Random 
Forest showed classifications concentrated around higher 
accuracy levels. In linear regression, the difference between 
the two libraries was more pronounced. It was observed that 
the library utilizing Random Forest had Mean Squared Error 
(MSE) values concentrated around lower values, indicating 
higher accuracy. The original library using decision tree 
algorithms exhibited a wider distribution of MSE values, 
whereas Random Forest's MSE values were centered around 
lower error values, showing a relatively narrower range. 

In accuracy evaluation using the original dataset as test 
data, the overall accuracy appeared similar for both libraries. 
However, the study found that the library utilizing Random 
Forest was able to generate more consistently accurate 
synthetic datasets. Fig. 4 visualizes the cosine similarity 
between the model coefficients of the synthetic datasets 
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generated in each of the 1000 sessions and the model 
coefficients of the example dataset. 

 

 
Fig. 4 Synthetic dataset cosine similarity evaluation results based on example 
datasets (n=30) 

 
The histogram visualization of the cosine similarity also 

revealed differences between the two libraries. The library 
utilizing Random Forest showed values close to 1 for most 
sessions, exhibiting a tighter distribution than the broader 
distribution seen with the library using Decision Trees, 
especially in multi-classification and linear regression tasks, 
where a higher similarity was observed. For multi-
classification, the synthetic datasets from Random Forest 
showed a cosine similarity exceeding 0.97 in most sessions, 
while Decision Tree results started from 0.92, showing a 
comparatively wider distribution. The difference was even 
more pronounced in linear regression. The synthetic results 
from Random Forest mostly appeared above 0.90, whereas 
those from Decision Trees were above 0.65, displaying a 
much more comprehensive range of value distribution. 

This indicates that synthetic datasets created using Random 
Forest could produce properties more similar to the original 
dataset, and the modeling results using these datasets also 
showed comparable outcomes. In generating datasets of the 
same size from a small original dataset, there were no 
significant differences between the two libraries regarding the 
mean and standard deviation in the dataset quality 
comparison, which evaluated accuracy and model coefficient 
similarity. However, individual analyses of repeated 
experiments indicated that the library developed in this study, 
utilizing Random Forest, was more stable and produced 
datasets that better reflected the characteristics of the original 
dataset. The results summarizing the average and standard 
deviation of accuracy and cosine similarity after augmenting 

an original dataset with 30 rows into a synthetic dataset with 
500 rows over 1,000 iterations are shown in Table 9. 

TABLE IX 
RESULTS OF EVALUATING SYNTHETIC DATASET QUALITY  

THROUGH MODELING (N=500) 

Feature Division 
Accuracy 

Cosine 

Similarity 

Mean Std Mean Std 

Multi-classification 
(Iris) 

Experimental 0.99 0.00 0.96 0.00 

Control 0.99 0.01 0.92 0.00 
Binary 
classification 
(Diabetes) 

Experimental 0.92 0.02 0.91 0.05 

Control 0.78 0.02 0.57 0.10 
Linear regression 
(Boston Housing) 

Experimental 3.10 0.38 0.98 0.01 

Control 19.35 2.66 0.43 0.10 

 
Focusing on accuracy, both libraries showed a high 

accuracy of 0.99 for multiclass classification. However, in 
binary classification, there was a notable difference with 
accuracies of 0.92 and 0.78, and in linear regression, the 
difference was even more significant with accuracies of 3.10 
and 19.35. Regarding cosine similarity, except for multiclass 
classification, there were significant differences in the other 
two experiments. For multiclass classification, the difference 
was not substantial, with cosine similarities of 0.96 and 0.92. 
Still, for binary classification and linear regression, the 
differences were significant, with 0.91 and 0.57 for binary and 
0.98 and 0.43 for linear regression, respectively. Interpreting 
the results based on the average and standard deviation, it can 
be observed that the library utilizing Random Forest more 
precisely generates datasets for binary classification and 
linear regression when augmenting many datasets. The results 
of visualizing the accuracy for each of the 1,000 generated 
sessions as a histogram are displayed in Fig. 5. 

 

 
Fig. 5 Synthetic dataset accuracy evaluation results based on example 
datasets (n=500) 
 

Upon examining the results of the histogram visualization 
of accuracy, it is observed that, despite applying the same 
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visualization options (bins=50) as in previous sessions of 
generating synthetic data, the results are more concentrated 
around specific values overall. Notably, for the accuracy of 
multi-class classification, both libraries showed over 80% of 
the values concentrated around 1. Similarly, binary 
classification results were not dispersed but instead centrally 
focused on specific values. 

An in-depth analysis of each result revealed no significant 
difference in the outcomes of multi-class classification. 
However, the library utilizing random forests in binary 
classification and linear regression demonstrated more precise 
and concentrated accuracy results. For binary classification, 
the accuracy of the library employing random forests was 
mainly distributed above 0.90, centering around this value, 
whereas the library using decision trees showed most values 
between 0.75 and 0.80. The difference in results was even 
more pronounced for linear regression. The random forest 
outcomes were mainly distributed below 4, whereas the 
conventional library showed an extensive distribution 
centered around 20. 

Fig. 6 visualizes the cosine similarity between the model 
coefficients of the synthetic datasets generated in each of the 
1000 sessions and the model coefficients of the example 
dataset. 

 

 
Fig. 6 Synthetic dataset cosine similarity evaluation results based on example 
datasets (n=500) 

 
Cosine similarity also showed significant differences 

between the two libraries in all cases. In multi-class 
classification, although the distribution shapes of the two 
libraries appeared similar, the library using random forests 

predominantly showed values distributed between 0.95 and 
0.96, whereas the conventional library utilizing decision trees 
showed distributions between 0.92 and 0.93. The results for 
binary classification and linear regression indicated distinct 
distribution shapes between the two libraries. The library 
employing random forests showed values close to 1 within a 
narrow range, unlike the decision tree-based library, which 
displayed lower similarity across a broader range of results, 
particularly in linear regression, a wide distribution centered 
around 0.5 was observed, displaying lower similarity 
compared to results utilizing random forests. 

In cases where datasets were augmented to 500, synthetic 
datasets generated using random forests more precisely 
reflected the characteristics of the original dataset. They 
demonstrated more stable outcomes compared to synthetic 
datasets created through decision trees. When synthesizing 
the evaluation of accuracy using the original dataset as test 
data and the assessment of similarity of model coefficients, it 
became evident that the library utilizing random forests 
exhibited more stable outcomes in repeated experiments and 
demonstrated higher accuracy, both when generating a small 
number of datasets and when augmenting the generation of a 
more significant number of datasets. Notably, in all 
experimental outcomes, the cosine similarity of datasets 
generated using random forests appeared to be over 0.90, 
indicating a very accurate reflection of the statistical 
properties of the original dataset. This suggested that such 
datasets are more suitable for AI education, where modeling 
practice is crucial. 

IV. CONCLUSION 
As AI technology continues to impact society profoundly, 

the importance of AI education that fosters students' AI 
literacy is increasingly emphasized. Various studies related to 
AI education have been conducted, and the need for datasets 
suitable for students' levels and can be utilized in educational 
practices, reflecting real-life contexts, has been highlighted. 
However, there needs to be more research on datasets for AI 
education from an academic perspective, and academic fields 
face challenges in securing appropriate educational datasets.  

This study identified the essential features of a library for 
providing datasets in educational environments through an 
analysis of teachers' needs. Datasets for AI education need to 
vary in size according to academic objectives, be easily 
accessible to students, and be free from personal information 
and data identification issues. Additionally, it was necessary 
for these datasets to include arbitrary missing values or 
outliers, depending on the purpose of the education. This 
aligns with the emphasis on the importance of datasets in AI 
education, as highlighted in related research [14], [15], [16].  

Reflecting the needs of the educational field, an AI 
education library utilizing synthetic dataset generation 
techniques was developed. Compared to existing libraries, 
this library includes various functions tailored to academic 
purposes and improves the quality of synthetic datasets 
produced [31]. AI education experts validated the expanded 
library through a review of its suitability for educational 
environments and an assessment of the quality of the 
generated datasets. The datasets created with the developed 
library, assumed to be used for AI education purposes, were 
validated based on modeling results. Compared to existing 
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libraries, it was confirmed that the expanded library could 
produce more stable synthetic datasets that accurately reflect 
the statistical properties of the original datasets. 

The synthetic dataset generation AI education library, a 
result of this study, has been generalized for application 
across all Python DataFrames and offers versatile 
reconstruction capabilities. Hence, data generated in 
educational environments is anticipated to augment or 
reconfigure, thereby supporting the academic field. This 
addresses the challenges highlighted in related research, 
where the difficulty of refining data for educational purposes 
complicates the utilization of real-life data in teaching and 
learning contexts. Additionally, it is expected to effectively 
support AI education during computing practices, resolving 
issues presented in previous studies and enhancing the 
effectiveness of AI education [9], [10], [11], [19]. 

The importance of AI education in nurturing the AI literacy 
of students poised to live in future societies is being 
increasingly emphasized. However, relative to its 
significance, more research needs to focus on AI education 
datasets. This study is meaningful as it centers on datasets for 
AI education. Moving forward, it aims to evolve this research 
by meticulously designing the essential requirements for 
educational datasets and exploring various example datasets 
to be included in the library. The results of this study will 
serve as a foundation for diverse research centered on AI 
educational datasets, thereby aiding in the enhancement of 
students' AI literacy. 
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