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Abstract—Background music in OTT services significantly enhances narratives and conveys emotions, yet users with hearing 

impairments might not fully experience this emotional context. This paper illuminates the pivotal role of background music in user 

engagement on OTT platforms. It introduces a novel system designed to mitigate the challenges the hearing-impaired face in 

appreciating the emotional nuances of music. This system adeptly identifies the mood of background music and translates it into textual 

subtitles, making emotional content accessible to all users. The proposed method extracts key audio features, including Mel Frequency 

Cepstral Coefficients (MFCC), Root Mean Square (RMS), and MEL Spectrograms. It then harnesses the power of leading machine 

learning algorithms Logistic Regression, Random Forest, AdaBoost, and Support Vector Classification (SVC) to analyze the emotional 

traits embedded in the music and accurately identify its sentiment. Among these, the Random Forest algorithm, applied to MFCC 

features, demonstrated exceptional accuracy, reaching 94.8% in our tests. The significance of this technology extends beyond mere 

feature identification; it promises to revolutionize the accessibility of multimedia content. By automatically generating emotionally 

resonant subtitles, this system can enrich the viewing experience for all, particularly those with hearing impairments. This advancement 

not only underscores the critical role of music in storytelling and emotional engagement but also highlights the vast potential of machine 

learning in enhancing the inclusivity and enjoyment of digital entertainment across diverse audiences. 

Keywords—Emotion recognition; multi-class classification; machine learning; Mel spectrograms. 

Manuscript received 11 Sep. 2023; revised 29 Nov. 2023; accepted 7 Jan. 2024. Date of publication 30 Jun. 2024. 

IJASEIT is licensed under a Creative Commons Attribution-Share Alike 4.0 International License. 

I. INTRODUCTION

In contemporary society, multimedia content, mainly OTT 
services, has become a vital component of daily life, offering 

diverse video content that enriches user experiences [1]. 

These services enhance narratives and convey emotions 

through background music [2]. However, users with auditory 

limitations, such as hearing impairment, may find it 

challenging to fully grasp the emotional context conveyed by 

these musical elements [3]–[5]. To address this issue, this 

study proposes a system within OTT services that 

automatically recognizes the mood of background music in 

video content and converts it into textual subtitles. This 

system aims to improve the accessibility and inclusiveness of 
multimedia content, enabling all users, including those with 

hearing impairments, to have a more enriching multimedia 

experience. 

The objectives of this research are to develop techniques 

for accurately extracting and analyzing the characteristics of 

background music in video content, explore methods for 

effectively converting the mood and emotional qualities of 

music into text, and evaluate whether the generated subtitles 

can effectively convey the emotional context of the video to 

hearing-impaired users. To achieve these goals, the study 
employs machine learning to analyze background music's 

mood and emotional qualities and convert them into text. 

Fundamental techniques used in this process include Mel-

Frequency Cepstral Coefficients, Root Mean Square, and 

MEL Spectrogram analysis. These techniques extract 

meaningful features from audio signals and then classify and 

textualize the music's mood through various machine learning 

algorithms, including Random Forest, Regression Analysis, 

AdaBoost, and SVC (Support Vector Classification). The 

application of machine learning for background music 

analysis represents a significant advancement in this field, 

contributing significantly to the understanding and processing 
of multimedia content. 
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This research is expected to enable all users, including 

those with hearing impairments, to experience multimedia 

content fully. By enhancing content accessibility and 

inclusiveness, this research could establish new standards for 

producing and delivering video content. The next part of this 

paper, section 2, reviews existing background music 

recognition and mood analysis research. It presents the 

technical details and algorithms used in this study and the 

system's implementation method. The experimental results 

assess the system's performance and potential benefits for 
hearing-impaired users. Finally, section 4 reveals the 

implications of the research findings and future research 

directions. 

II. MATERIALS AND METHODS

A. MFCC Technique for Background Music Processing

The Mel-Frequency Cepstral Coefficients technique plays

a pivotal role in speech recognition and music information 

retrieval, showcasing notable success in processing 
background music. Developed based on the human auditory 

system's use of the Mel scale rather than a linear frequency 

scale to perceive sounds, MFCC effectively extracts essential 

features such as timbre, pitch, and rhythm from musical 

signals, mirroring human auditory characteristics [6]. 

Initially utilized primarily in feature extraction for speech 

recognition systems, MFCC has expanded its application to 

analyzing background music characteristics through the work 

of various researchers, finding widespread use in areas such 

as music genre classification, emotion analysis, and music 

recommendation systems [7].  

Furthermore, MFCC-based background music processing 
techniques have been applied to analyze the mood and 

emotions of background music in films and videos [8]–[9], 

[10]. By classifying the emotional states of movie background 

music based on features extracted through MFCC, it is 

possible to analyze the overall emotional flow of the movie. 

These studies highlight MFCC's potential as a tool for music 

information retrieval and multimedia content analysis and 

understanding [11]–[13]. Building on these previous studies, 

this research aims to utilize MFCC technology for processing 

background music in video content, automatically developing 

a system to textualize music's mood and emotional 
characteristics. This study aims to extend existing MFCC-

based music processing techniques to enable a broader 

audience, including users with hearing impairments, to 

understand the musical elements of video content.  

B. Mel Spectrogram Analysis

The Mel Spectrogram is an essential tool in audio signal

analysis, widely utilized particularly in music and speech 

processing. This technique visualizes the changes in 

frequency over time, aiding in understanding the complex 
structures within audio signals. Designed to mimic the 

characteristics of human hearing, the Mel scale processes 

frequencies akin to how humans perceive sound, sharing 

similarities with MFCC analysis but emphasizing the visual 

representation of audio signals [14]–[15]. 

Recent studies have demonstrated the effectiveness of Mel 

Spectrograms when used in conjunction with deep learning 

models, especially Convolutional Neural Networks (CNN), 

for automatic classification of music genres, music 

recommendation systems, and emotion analysis based on 

music. For instance, CNN models utilizing Mel Spectrograms 

as input have been developed to classify music genres with 

high accuracy [16]–[17]. This approach allows deep learning 

models to effectively learn the complex features of audio 

signals, yielding superior results compared to traditional 

manual feature extraction methods. 

Moreover, due to their ability to capture acceptable audio 

signal variations, Mel Spectrograms are also valuable for 
analyzing the subtle emotional nuances within music [18]–

[19]. This facilitates a more sophisticated understanding of 

the emotional impact of background music in films or videos 

on viewers. Thus, Mel Spectrogram analysis is a powerful tool 

for effectively visualizing and analyzing the complex features 

of audio signals, offering various applications in music 

processing and analysis. This study aims to leverage the 

advantages of Mel Spectrograms to analyze the mood of 

background music in video content and convert it into subtitle 

information for users with hearing impairments, presenting a 

novel approach to this challenge. 

C. Machine Learning for Background Music Analysis

Background music analysis has established itself as one of

the crucial elements in understanding and processing 

multimedia content, with the application of machine learning 

emerging as a significant research focus in this area. 

Leveraging machine learning techniques allows researchers to 

automatically identify and classify the complex 

characteristics of background music, enhancing the content's 

emotional ambiance and viewer experience [20]. 
In early studies, machine learning was primarily applied to 

simple tasks, such as classifying music genres. Based on these 

attributes, these studies quantified various musical attributes 

(e.g., rhythm, melody, harmony) and trained classification 

algorithms (e.g., decision trees, K-nearest neighbors). While 

this approach proved helpful in identifying the musical 

features of specific genres, it faced limitations when analyzing 

more complex characteristics, such as the subtle emotional 

nuances of background music. 

Recent studies have started applying more advanced 

machine learning models, particularly techniques like deep 
learning, to background music analysis to overcome these 

limitations. For instance, CNNs and Recurrent Neural 

Networks (RNNs) are particularly effective in learning 

temporal changes and patterns in audio signals, enabling the 

practical analysis of complex characteristics like the 

emotional mood of background music [21]–[22]. 

Furthermore, machine learning techniques have been utilized 

to analyze the interactions between background music and 

video content [23]–[29]. This approach has enabled a more 

accurate understanding of the impact of background music on 

viewers, allowing content creators to design more effective 
emotional experiences. 

D. Data Exploration

The dataset is composed as follows: The dataset, which is

publicly available on Kaggle (https://www.kaggle.com/ 

datasets/dikshashri13702/features-music-mood-

classification/data), consists of 2500.wav files that are labeled 

with five emotions: 
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 Aggressive (500 files) 

 Dramatic (500 files) 

 Happy (500 files) 

 Romantic (500 files) 

 Sad (500 files) 

The emotional music is composed of 5-second segments, and 

the signal waveform for each piece of music data is shown in 

Fig. 1. 

E. Feature Extraction 

Audio features such as Mel Frequency Cepstral 

Coefficients, Root Mean Square, and Mel Spectrograms are 

extracted in the feature extraction stage. These features 

numerically represent various acoustic properties of music 

and are used as inputs for machine learning models. The 

computational methods for each feature at this stage are as 

follows: 

1)   Fourier Transform (FFT): Fourier Transform is 

performed for each frame to convert it into the frequency 
domain. The FFT is conducted to transform the time-domain 

signal into the frequency domain and extract the energy 

distribution in the spectrum. The amplitude spectrum of the 

signal is then converted into the energy spectrum using 

Equation (1). The window size used for calculating the FFT 

(Fast Fourier Transform) is set to 4096. A larger value 

increases the frequency resolution but decreases the time 

resolution.  

 ���� = |����	
���|
 (1) 

The equation X[k] = |FFT(x[n])|2 represents the power 

spectrum of a discrete signal. Here, X[k] denotes the energy 

at the k th frequency bin, while FFT(x[n]) stands for the 

Fourier Transform of the signal x[n]. The modulus squared 

|FFT(x[n])|^2 is used to calculate the power of the given 

frequency component in the signal. This is commonly used in 

signal processing to analyze the frequency content of signals. 

2)   Application of Mel Filter Bank: The human ear is more 

sensitive to lower frequencies than higher frequencies, a 
characteristic that the Mel filter bank considers. As frequency 

increases, the bandwidth of Mel-filters broadens to extract 

sufficient energy information from the lower frequency 

bands. The boundaries of each filter are calculated using a 

fixed equation between frequency and Mel frequency. Post-

processing tasks, including logarithmic multiplication and 

Discrete Cosine Transformation (DCT), divide the frequency 

domain into several bands according to the Mel scale and 

calculate the energy in each band, transforming the filtered 

signals into MFCC features. 

3)   Log Energy: The logarithm of the energy is taken for 

each band. 

4)   Discrete Cosine Transform (DCT): The log energy 

spectrum is subjected to the DCT to calculate the MFCCs as 

illustrated in Equation (2).  

 MFCC
i� =  ∑ log�E��cos �������.!�"
# $%#�&�'�  (2) 

 

 

 

 

 

Fig. 1  The waveform of the signal for each music data 
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The equation provided is the formula for calculating the 

Mel Frequency Cepstral Coefficients (MFCCs). Here, 

MFCC[i] represents the ith cepstral coefficient, En denotes the 

log energy of the nth Mel filter bank channel, and N is the 

total number of Mel filter bank channels. The expression 

log(En) indicates the logarithm of the energy, which is used to 

capture the non-linear human ear perception of sound. The 

cosine term is part of the Discrete Cosine Transform (DCT), 

which is applied to the log Mel spectrum, and i is the index of 

the MFCC. This transformation from the log Mel spectrum to 
the cepstral domain helps to decorrelate the signal and 

compresses the spectrum, resulting in a representation that can 

be effectively used in various audio processing tasks, 

particularly for voice and speech analysis. In the final 

analysis, MFCC[i] is stored in a 2D array containing 40 

MFCC features calculated for each frame of the audio signal. 

Each column of the array represents a single frame of the 

audio signal, while each row corresponds to one of the MFCC 

coefficients for that frame. The transformed MFCC results 

effectively capture the timbre of the audio signal, as illustrated 

in Fig. 2., and are utilized in applications such as speech 
recognition and music classification.  

 
Fig. 2  The transformed MFCC results 

5)   RMS analysis: RMS, Delta RMSE, and Energy 

Novelty analyses are standard methods used in audio signal 

processing, especially in music and sound analysis. Each 

method examines specific aspects of a signal, helping to 

understand its characteristics: 

 Root Mean Square: RMS is used to represent the 

average power of a signal. In audio, the RMS value 

roughly indicates the "loudness" or volume level of the 

signal. It's calculated by squaring all the sample values 

of the signal, averaging them, and then taking the 

square root of that average. RMS analysis is useful for 

understanding the overall energy level of audio and 

comparing the loudness between different audio clips 

or tracks. 

 Delta RMSE (Root Mean Square Error): Delta RMSE 
represents the rate of change of RMS values over time. 

It can detect changes in energy levels in an audio signal 

and is particularly useful for analyzing dynamic range 

variations in music or audio clips. For instance, strong 

beats or sudden increases in loudness in music can 

manifest as sharp changes in Delta RMSE values. 

 Energy Novelty: Energy Novelty analysis is used to 

find new points of energy change, or "novelty points," 

within an audio signal. It's primarily used in music 

structure analysis to identify significant changes within 

a track. Energy Novelty is obtained by calculating the 
energy of the signal over short periods and analyzing 

changes in this energy level. If the rate of change 

exceeds a certain threshold, that point can be 

considered a new change in energy. 
 

 

Fig. 3  Results of RMS Analysis for Dramatic Music 

 

 

Fig. 4  Results of RMS Analysis for Romantic Music 
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Fig. 3. presents the results of the RMS, delta RMSE, and 

Energy novelty analyses for Dramatic music, while Fig. 4. 

shows the analysis results for Romantic music. 

 
Fig. 5  Representative Mel Spectrogram Results for Each Piece of Music 

F. Quantification of Acoustic Properties 

The Mel Spectrogram is pivotal in machine learning, 

particularly in audio-related deep learning applications. It 

effectively extracts significant audio features through a Mel 

scale that mimics the human auditory system, offering these 
features in a format suitable for machine learning models to 

learn from. Transforming complex audio signals into a two-

dimensional image format simplifies the high-dimensional 

complexity of data into a visually and computationally 

manageable form. This transformation also ensures high 

compatibility with powerful deep learning models such as 

Convolutional Neural Networks for image processing. 

Moreover, the Mel Spectrogram captures the temporal 

dynamics of audio signals, effectively conveying critical 

information about frequency variations over time to machine 

learning models. Due to these characteristics, the Mel 

Spectrogram is widely utilized as a crucial tool in machine 

learning and deep learning research related to audio analysis. 

The Mel Spectrogram can be obtained by arranging the energy 
of the Mel filter banks acquired during the MFCC calculation 

process along the time axis. Representative Mel Spectrogram 

results for each piece of music are depicted in Fig. 5.  

III. RESULTS AND DISCUSSION 

Based on the extracted features, simulations were 

conducted using Logistic Regression, Random Forest, 

Support Vector Classification (SVC), and AdaBoost models. 
The models were trained using the training data and evaluated 

using the validation data. Where necessary, adjustments to the 

model's structure or optimization of hyperparameters were 

performed to enhance performance. The experimental results 

for each model are as follows.  

A. Logistic Regression Model 

Table 1 [30]–[33] displays the logistic regression model's 

performance metrics for a multi-class classification task. 

These metrics indicate the model's efficacy in predicting each 
class based on precision, recall, and f1-score [34]. 

 Aggressive: This class has the highest precision and 

recall at 96.5%, suggesting that the model predicts this 

class with excellent accuracy and reliability. 

 Dramatic: Precision and recall are slightly lower than 

Class 0 at 91.6% and 92.2%, respectively, but still 

indicate high performance. 

 Happy: With a precision of 93.9% and a recall of 96.0%, 

the model can identify this class correctly. 

 Romantic: Presents the lowest precision and recall, at 

83.6% and 83.0%, respectively, highlighting it as the 
most challenging class for the model to predict 

accurately. 

 Sad: Scores are decent, with a precision of 85.7% and a 

recall of 83.8%. While not as high as other classes, the 

performance is satisfactory. 

The model's overall accuracy is 90.3%, with the macro 

average and weighted average of precision, recall, and the f1-

score closely matching this figure. This reflects a well-

balanced performance across the classes, though there is room 

for improvement, particularly for Romantic and Sad, which 

show lower performance. 

TABLE I 

EVALUATION RESULTS OF THE LOGISTIC REGRESSION MODEL 

Class Precision Recall F1-Score 

Aggressive 0.965 0.965 0.965 
Dramatic 0.916 0.922 0.919 
Happy 0.939 0.96 0.949 
Romantic 0.836 0.83 0.833 

Sad 0.857 0.838 0.847 
accuracy  - - 0.903 
macro avg 0.902 0.903 0.903 
weighted avg 0.902 0.903 0.903 
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B. Random Forest Model  

The Random Forest model is an ensemble classification 

and regression technique that utilizes a collection of decision 

trees. Each tree in a Random Forest is trained on a random 
subset of the data, and the final prediction is made by 

aggregating (typically by voting for classification) the 

predictions of individual trees [35]–[40]. Table 2 shows the 

classification results for a Random Forest model, covering 

five different labels: Aggressive, Dramatic, Happy, Romantic, 

and Sad. Here’s a breakdown of the performance metrics: 

 Aggressive: It shows exceptional precision at 97.1% 

and perfect recall, meaning every instance of 

Aggressive in the test set was correctly identified. The 

F1 Score is 98.5%, indicating an excellent balance 

between precision and recall. 
 Dramatic: High precision and recall, 96% and 95%, 

respectively, leading to a very high F1-Score of 95.5%, 

reflecting strong classification performance for this 

label. 

 Happy: Achieved perfect precision, indicating that 

every prediction made as Happy was correct. The recall 

of 96% suggests that most, but not all, Happy instances 

were captured. The F1-Score is 98%, which is 

outstanding. 

 Romantic: This label has lower precision at 87.6% but 

a higher recall of 92%, suggesting some false positives 

in the predictions. The F1-Score is 89.8%, the weakest 
among the labels, but still suggests good performance. 

 Sad: It presents strong metrics, with precision at 93.8% 

and recall at 91%, resulting in a robust F1-Score of 

92.4%. 

The model's accuracy across all labels is 94.8%, indicating 

that the model correctly predicts the label 94.8% of the time 

across the dataset. The results reflect a highly effective 

classifier, particularly for the labels Aggressive and Happy, 

with room for improvement in the classification of Romantic. 

TABLE II 

EVALUATION RESULTS OF THE RANDOM FOREST MODEL 

Class Precision Recall F1-Score 

Aggressive 0.971 1 0.985 
Dramatic 0.96 0.95 0.955 
Happy 1 0.96 0.98 

Romantic 0.876 0.92 0.898 
Sad 0.938 0.91 0.924 
accuracy - - 0.948 
macro avg 0.949 0.948 0.948 
weighted avg 0.949 0.948 0.948 

C. Support Vector Classifier Model 

Table 3 presents the results of solving a classification 

problem using the SVC (Support Vector Classifier). The 

SVC, a classification algorithm based on Support Vector 

Machine principles, was implemented in this experiment with 
a linear kernel to construct the model. The model was then 

trained and evaluated on a specific dataset. The precision for 

the 'aggressive' class was 93.4%, and the recall was 99%, 

indicating a high proportion of predictions correctly identified 

as 'aggressive.' The F1-Score, the harmonic mean of precision 

and recall, was recorded at 96.1%. Overall, the SVC results 

demonstrate that the model performs well generally and 

classifies the 'aggressive' class exceptionally well. However, 

the comparatively lower performance in the 'romantic' and 'ad' 

classes suggests that further model performance enhancement 

is necessary. 

TABLE III 

EVALUATION RESULTS OF THE SVC MODEL 

Class Precision Recall F1-Score 

Aggressive 0.934 0.99 0.961 
Dramatic 0.865 0.9 0.882 
Happy 0.93 0.93 0.93 
Romantic 0.862 0.81 0.835 
Sad 0.854 0.82 0.837 
accuracy - - 0.89 
macro avg 0.889 0.89 0.889 
weighted avg 0.889 0.89 0.889 

D. AdaBoost Model 

The AdaBoost classifier is a machine learning model that 

combines multiple "weak learners" to form a robust predictive 

model [41]. In this case, the AdaBoostClassifier from the sci-

kit-learn library is used, which defaults to using the 

DecisionTreeClassifier as its weak learner. AdaBoost is 

particularly sensitive to noisy data and outliers, which might 

explain the lower performance in some classes. Table 4 shows 

a breakdown of the model and its performance metrics: 
 The `aggressive` class has a relatively high precision 

and recall, resulting in a solid f1-score of 83%. 

 The `dramatic` and `sad` classes have lower precision 

and recall values, indicating challenges in accurately 

predicting these classes. 

 The `happy` class has decent precision but lower recall, 

suggesting the model is conservative in predicting this 

class and misses some actual cases. 

 While the `romantic` class has lower precision, it has 

the highest recall, indicating that the model tends to 

over-predict this class. 

The model's overall accuracy is 53.0%, with the macro and 
weighted averages for precision, recall, and f1-score hovering 

around 52.4% to 54.7%. These results imply that while the 

model performs well in the `aggressive` class, it struggles 

with the other categories to varying degrees, leading to 

moderate overall performance. AdaBoost is particularly 

sensitive to noisy data and outliers, which might explain the 

lower performance in some classes. Fine-tuning parameters 

like the number of estimators and learning rate, or even using 

a different base estimator, could improve the model's 

predictive accuracy. 

TABLE IV 

EVALUATION RESULTS OF THE ADABOOST MODEL 

Class Precision Recall F1-Score 

Aggressive 0.934 0.99 0.961 
Dramatic 0.865 0.9 0.882 
Happy 0.93 0.93 0.93 
Romantic 0.862 0.81 0.835 

Sad 0.854 0.82 0.837 
accuracy - - 0.89 
macro avg 0.889 0.89 0.889 
weighted avg 0.889 0.89 0.889 

IV. CONCLUSION 

This paper underscores the importance of background 

music in OTT services and its impact on user experience, 
proposing a system that aids all users, including those with 
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hearing impairments, better understand the emotions 

conveyed through background music. The system combines 

audio signal processing techniques such as MFCC, RMS, and 

Mel Spectrogram with various machine learning algorithms—

Logistic Regression, Random Forest, AdaBoost, and SVC—

to analyze the emotional characteristics of background music 

and convert them into textual subtitles. The experimental 

results validate the utility of this technology, with the Random 

Forest algorithm showing the highest accuracy. This system 

can be utilized to improve the accessibility of emotional 
elements in a wide range of multimedia content, not just OTT 

services, enabling all users, especially those with hearing 

impairments, to have a deeper understanding and enjoyment 

of content through music, a non-verbal communication 

channel. 

While the proposed system for emotional analysis of 

background music and conversion to textual subtitles has 

significantly enriched user experience in OTT services, 

further research is anticipated in several areas. First, as the 

perception of emotions in background music can vary across 

different cultures and genres, there is a need to improve the 
universality of the model through research that includes a 

variety of cultural backgrounds and musical genres. Second, 

refining and expanding the emotion classification system used 

in the current study is essential to develop a model capable of 

recognizing and expressing a more sophisticated and varied 

range of emotional states. Third, for actual application in OTT 

services, creating a system capable of analyzing background 

music and generating subtitles in real time is planned. 
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