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Abstract— Due to its extensive use in both public and commercial contexts, sentiment analysis on Twitter has recently received much 

attention, particularly concerning tweets about COVID-19. Information about COVID-19 has been widely spread over social media, 

resulting in various views, opinions, and emotions about this pandemic, significantly impacting people's health. It is exceedingly 

challenging for the authorities to find these rumors on these public platforms manually. This paper proposes a framework for text 

classification using the RNN model and its updates, such as LSTM, BiLSTM, and GRU. This study aims to determine the best recurrent 

network model for handling cases of Twitter data classification. We utilized Twitter data relevant to COVID-19 and the lockdown with 

four classification classes (sad, joy, fear, and anger). In addition, this study aims to prove whether GloVe pre-trained word embedding 

can increase the accuracy of model predictions. The training and testing datasets were split into 80% and 20%, respectively. Therefore, 

in this experiment an early stopping technique was used with a limit of 15 epochs and a minimum delta of 0.01, meaning that training 

will be stopped if there is no improvement of 0.1% accuracy after 15 epochs. We used the f1-score average to measure the accuracy of 

the classification task results. The test results show that the BiLSTM model with GloVe word embedding yields the best f1-score 

compared to other models. Moreover, in all model testing, the f1-score value of the 'fear' class displays the highest accuracy compared 

to other classes. 
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I. INTRODUCTION

The global COVID-19 pandemic, which emerged in late 

2019, has brought about unprecedented health challenges and 

given rise to a flood of public discourse and emotional 

expressions on social media platforms. Twitter, being a 

prominent medium for real-time information sharing and 

emotional venting, has become a valuable resource for 
understanding the diverse spectrum of human reactions to this 

public health crisis. Detecting rumors and sentiments on such 

a vast public platform manually is an arduous task, 

necessitating the deployment of robust automated tools. 

In the era of deep learning and natural language processing, 

the ability to automatically categorize, understand, and extract 

valuable information from vast volumes of textual data has 

become an essential endeavor. Among the many techniques 

developed for this purpose, Recurrent Neural Networks 

(RNNs) have emerged as powerful tools for text classification. 

These networks, inspired by the human brain's ability to 

process data sequences, are particularly well-suited for tasks 

involving sequential data, such as language. 

In response, this study presents a comprehensive 

framework for text classification utilizing Recurrent Neural 

Networks (RNNs) and their advanced variations, including 

Long Short-Term Memory (LSTM), Bidirectional LSTM 

(BiLSTM), and Gated Recurrent Unit (GRU) models. 

Additionally, we also investigated the used of GloVe word 

embedding on the classification models. The objective is to 

determine the most effective RNN model for classifying 
Twitter data relevant to COVID-19. The results of this study 

are expected to offer the most recent comparison of deep 

learning models on sentiment analysis. 

The remainder of this article is organized as follows. Part 

II explains earlier studies relevant to the techniques utilized, 

the application of each approach to RNNs, and analyses of the 

suggested experimental framework. Part III discusses the 
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experimental findings and Part IV concludes the study with 

recommendations for further investigation. 

II. MATERIAL AND METHOD 

A. Related Works  

Several studies related to COVID-19 sentiment analysis 

have been conducted using RNN models [1]–[3]. Kaur [1] 

investigated sentiment analysis of 600 tweets about COVID-
19 and its implications on mental health. The author assigned 

positive, negative, and neutral sentiment ratings using 

Recurrent Neural Network (RNN) and Support Vector 

Machine (SVM) sentiment categorization. Meanwhile, 

Chintalapudi [2] performed a sentiment analysis using 

information collected from Twitter. Phrases of "thank you," 

"well," and "good" foster a friendly environment among 

healthcare authorities. However, terms of "trump," "kill," 

"death," and "die" cause unwarranted anxiety in individuals. 

These conclusions compel local governments to install fact-

checkers on social media to counter misleading propaganda. 
In the subsequent year, Singh [4] performed a sentiment 

analysis using publicly accessible Twitter data taken from the 

Kaggle database. Based on 179,108 tweets about COVID-19, 

there were 45% of positive, 30% neutral, and 25% negative 

tweets. 

Alabdulkreem used Recurrent Neural Network (RNN) and 

Glove Word Embedding [5] to study depression predictions 

in Arab women during the COVID-19 epidemic phase using 

Tweet data. Based on 10,000 tweets from 200 Saudi Arabian 

users, it was determined that Arab women initially suffered 

from depression during the COVID-19 epidemic period. 

Research on the application of machine learning to categorize 
the feelings of student feedback was done by Edalati [6]. RNN 

+ Glove is one of the machine learning techniques employed. 

This model yields the highest accuracy of all other models at 

98.29%. 

Bangyal [7] examined the use of deep learning to identify 

COVID-19 fake content. This study employed LSTM, 

BiLSTM, Gated Recurrent Unit (GRU), RNN, and 

Convolutional Neural Network (CNN) as deep learning 

techniques. Various metrics were used to measure 

performance, including precision, recall, accuracy, and F1-

score. Results of the GRU show an accuracy rate of 90%, 
precision of 0.91, recall of 0.95, and F1-score of 0.93. 

Abdelminaam [8] researched on how to improve a smart 

framework for automatically spotting COVID-19 misleading 

information on Twitter. The tests' results show accuracy, 

precision, recall, and F1-score of 81.49%, 82.26%, 81.49%, 

and 81.35%, respectively. Meanwhile, Raamkumar [9] 

studied the application of deep learning, including GRU, on 

COVID-19 social media content to examine how general 

public perceived physical distance during the pandemic. 

Furthermore, user-generated information from social media 

was also characterized using the Health Belief Model (HBM) 
in order to better understand public health behavior. The 

findings of this work show that, in the context of physical 

distance treatments, a deep learning-based text classifier was 

successful in creating an appropriate categorization of 

COVID-19 Facebook comments using the HBM construct. 

Research on detecting and classifying COVID-19 false 

information on social media Twitter was conducted by 

Pathway [10], which employed several deep learning models, 

including GRU with Glove word embeddings, to effectively 

detect COVID-19 false information. The findings 

demonstrate that the overall deep learning model—which 

consists of a CNN with an accuracy rate of 93.92%—

outperforms the traditional classification strategy. Meanwhile, 

the accuracy of GRU using the GloVe word embedding is 

92.14%. Research on a decision support system that can 

categorize Twitter sentiments and explain prediction 

outcomes using XAI approaches was done by Hamed [11]. 
His study produced the following average accuracy numbers: 

86% for the SVM model, 78.4% for RNN, 78.8% for LSTM, 

78.6% for GRU, and 79% for Bi-directional RNN. 

The Long Short-Term Memory (LSTM) model, 

Multichannel Convolutional Neural Network (MC-CNN), 

and K-Nearest Neighbors (KNN) have all been used in 

research by Alenezi [12] to identify COVID-19 

disinformation on Twitter. The LSTM model performs with 

95.51% accuracy, 99.99% recall, 97.7% F-measure, and 95.51% 

precision. Chandra [13] conducted research on sentiment 

analysis of COVID-19 cases in India using the BERT and 
LSTM models. The results of this investigation revealed that 

most of the tweets were optimistic, annoyed and joking, 

expressing optimism, fear and uncertainty during the 

emergence of COVID-19 cases in India. Alam [14] studied 

the sentiment of the COVID-19 vaccination reaction using 

data from Twitter. LSTM and Bi-directional LSTM (BiLSTM) 

models were employed. According to Twitter statistics, 33.96% 

of people had positive reactions to the COVID-19 vaccination, 

17.55% had negative reactions, and 48.49% had neutral 

reactions. The accuracy of the LSTM performance is 90.59%, 

while the accuracy of the BiLSTM is 90.83%. 
Yeasmin [3] studied the COVID-19 pandemic predictions 

and sentiment analysis of Twitter users. The CNN and LSTM 

models, in addition to three-dimensional Glove embedding, 

Word2Vec embedding, and encoding methods for data 

conversion, are all examples of deep learning. According to 

the study, most user sentiments are neutral. It was also 

discovered that the deep learning developed utilizing 

Word2Vec and the feature extraction method for encoding 

exceeded Glove's method for embedding. The Word2Vec 

extraction method combined with the LSTM yields the most 

significant result. Regarding the COVID-19 epidemic, a case 

study of lockdown in tew York, Miao [15] 
dresearchedattitude detection and opinion monitoring by 

combining Glove and LSTM. Precision, recall, F1-score, and 

accuracy were all attained with performance outcomes from 

the LSTM and Glove combination of 0.57, 0.56, 0.55, and 

0.69. Based on LSTM and CNN, Al-Sarem [16] did a study 

on detecting COVID-19 rumors on social media. Three static 

word embedding models, including word2vec, Glove, and 

FastText, were used in the study. The accuracy, precision, 

recall, and F1-score performance metrics for the LSTM + 

Glove are 85.42%, 0.86, 0.85, and 0.85, respectively. 

A BiLSTM model study was done by Arbane [17] on the 
classification of COVID-19 sentiment on social media. The 

performance outcomes are 83% accurate. During the COVID-

19 epidemic, To [18] studied the use of machine learning to 

spot anti-vaccine tweets. In this study, the performance of the 

Bi-LSTM and bidirectional encoder representations from 

transformers (BERT) is compared using traditional machine 
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learning techniques like the support vector machine (SVM) 

and naive bayes (NB). The results of the BERT model 

outperform the Bi-LSTM, SVM, and NB models. Using 

COVID-19 tweets, Kabir [19] studied the identification, 

analysis, and visualisation of emotions. The investigation 

demonstrates how the epidemic causes a rise in negative 

sentiments. It also demonstrates how individuals have grown 

more optimistic as a result of the pandemic.  

Mengistie [20] studied sentiment analysis using deep 

learning to analyze public reviews of COVID-19. In his study, 
a hybrid model made up of CNN and BiLSTM was employed 

with FastText and GloVe word embeddings. The accuracy of 

the CNN-BiLSTM model with the FastText pre-trained model 

was 99.33%, while the GloVe pre-trained model was 97.55%. 

To the best of our knowledge, no research has used various 

types of RNN algorithms and word embedding for COVID-19 

classification tweets. This study addressed a gap in the literature 

by assessing the best RNN models for text classification using 

GloVe word embedding about COVID-19. 

B. Text Classification Based on Recurrent Neural Network 

Recurrent Neural Network (RNN) architecture, one of the 

Artificial Neural Network (ANN) designs, is typically used in 

text classification models based on deep learning [21]. In this 

work, the RNN was built using four different architectures: 

the Simple RNN (Vanilla RNN), GRU, LSTM, and Bi-

directional LSTM. Each of these structures has the word 

embedding approach implemented using a 6B GloVe with a 

dimension of 50. 

1) Recurrent Neural Network (RNN): The recurrent 

neural network (RNN) allows the processing of sequential 
input for sequence identification and prediction [21]. Since 

the input and output in conventional neural networks are 

independent, the following word in a phrase is frequently 

predicted to be problematic. With the addition of a hidden 

layer, which serves as a memory for certain information in a 

sequence, RNN can address the challenges. 

 
Fig.  1  Architecture of (a) Folded RNN, and (b) Unfolded RNN 

 

Fig. 1 depicts the RNN architecture, where �, �,  and ℎ 
represent the input, output, and hidden states, respectively. 

Whereas �, �, and � represent the internal parameters. 

The input layer consists of a vector series over time �  

	… , ���
, �� , ���
, … � , where �� � ��
, ��, … , ��� . The 

hidden units in the hidden layer, which are determined by a 

weight matrix �, are connected to the input units in the RNN. 

The hidden layer has � hidden units, denoted by the notation 

ℎ� � �ℎ
, ℎ�, … , ℎ�� , which are linked to one another 
throughout the time period via recurrent connections. 

The hidden layer defines the state space or memory of the 

system as ℎ� � ƒ�����, where �� � ��� � �ℎ��
 � ��. The 

bias vector of the hidden unit is denoted by �� , while the 

activation function for the hidden layer is specified as ƒ���. 

The hidden unit is connected to the output layer by a � -

weighted connection. 

The � units in the output layer are determined as �� �
ƒ���ℎ� � ���, where ƒ��� is the activation function and �� is 

the bias vector in the output layer. The output layer has the 

following �  units: �� � ��
, �� , … , �� � . Since the input-

target pair is sequential all the time, the above steps are 

repeated consequently � � �1,2, …  �. 

2) Long Short-Term Memory (LSTM) and Bi-directional 

LSTM(BiLSTM): By utilising the capacity to comprehend 

sequential relationships, recurrent connections can enhance 

the efficiency of neural networks [21]. However, the 

technique used to train the RNN can significantly restrict the 

memory created by recurrent connections. All the models 

used thus far had experienced exploding or vanishing 

gradients during the training process, which prevented the 
network from learning long-term sequential dependencies in 

data. 

The concept of Long Short-term Memory (LSTM), 

introduced by [22], is one of the most well-liked and effective 

ways to reduce the vanishing and exploding gradient effects. 
This method converts the "sigmoid" or "tanh" hidden unit 

structure into a memory cell, where gates manage the inputs 

and outputs. This model resembles a recurrent network (Fig. 

1) by using cell memory in the hidden state part, as seen in 

Fig. 2. A cell memory is constructed of input, forget, output, 

and cell activation gates. 

First, the forget gate determines which data will be 

removed from the cell state. Then the input gate chooses 

which data will be updated in the cell state. The cell state 

could be modified after establishing these two points. Finally, 

the output gate chooses what network will be produced in its 

final form. 

 

Fig.  2  LSTM Cell Memory 

 

The following equations 1 to 6 define the state of each node 

in this process. 

 !� � ���" . $ℎ��
, ��% � �"� , (1) 

 '� � ���( . $ℎ��
, ��% � �(�, (2) 

 )�
* �  ��+,ℎ��- . $ℎ��
, ��%� � �-� (3) 

 )� � !� ∗ )��
 � '� ∗  )�
* , (4) 

 �� � ���/ . $ℎ��
, ��% � �/� , (5) 

 ℎ� � �� ∗ tanh ���� , (6) 

where �� represents the current input, � and � represent the 

weights and biases, and ℎ��
 represents the hidden state of the 

preceding layer. Additionally, � is the sigmoid function, !�  

displays the forget gate's output, and 4��
 and 4�  respectively 
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show the cell states of the previous and current layers. The 

output of the output gate and the hidden state are shown to the 

following layer, respectively, by �� and ℎ�. 

On the other hand, the Bi-directional LSTM (BiLSTM) 

model is an improved model that addresses issues with the 

LSTM standard for classification scenarios [23]. This model 

employs a forward hidden layer and a backward hidden layer 

to analyze input data in two directions (from left to right and 

from right to left), as the architecture seen in Fig. 3. 
 

 

Fig.  3  BiLSTM Architecture 

3) Gate Recurrent Unit (GRU): Short-term memory in 

conventional RNNs can be overcome using one of the models 

introduced by [24]. Similar to LSTMs, Gated Recurrent Units 

(GRUs) manage and maintain information via reset gates and 

update gates. The unit cell of the GRU is seen in Fig. 4. 

 

Fig.  4  GRU Cell’s Components 

 

The hidden state of GRU is calculated using Equation 7–

10 below: 

 5� �  6��78�� � ��8ℎ��
 � �8�, (7) 

 9� �  6��7:�� � ��:ℎ��
 � �:�, (8) 

 ℎ;� �  �+,ℎ��7��� � ����5�⨀ ℎ��
� � ���, (9) 

 ℎ� �  9�⨀ ℎ��
 � �1 = 9��⨀ ℎ;� (10) 

where the reset gate, update gate, input vector, and output 

vector are denoted by the signs 5� , 9� , �� , and ℎ�, respectively. 

�  and �  display the weights and biases. Meanwhile, the 

circled dot operator ⨀ is element-wise multiplication. 

C. Method 

This study proposes a framework using the RNN model 

and its updates, such as LSTM, BiLSTM, and GRU. This 

study aims to determine the best recurrent network model for 

handling cases of Twitter data classification related to 

COVID-19 topics and lockdowns. In addition, this study aims 

to prove whether using GloVe pre-trained word embedding 

[25] can increase the accuracy of model predictions. 

1) Experimental Setup: We employed eight scenarios, as 

indicated in Table 1, to determine the optimal RNN model and 

the impact of word embedding. It is believed that sequential 

input and output models have successfully employed RNN 

approaches. The RNN model diagram for multi-label 

classification is shown in Fig. 5, where the green circle, blue 

box, and yellow circle represent the input, recurrent hidden 

layer, and target or output, respectively. 

TABLE I 

MODEL SCENARIOS 

No Word embedding Model 

1 

GloVe word embedding 

RNN 
2 LSTM 
3 BiLSTM 
4 GRU 

5 

Without word embedding 

RNN 

6 LSTM 

7 BiLSTM 

8 GRU 

 

A keras library running on Python 3.7.10 was employed in 

this experiment. The experiment was run on macOS machines 

with Intel dual core i5 specifications with a speed of 2.7GHz 

with 8GB of memory. 

 
Fig.  5  RNN model for text classification 

2) GloVe Word Embedding: Word embedding is a sort of 

word representation that enables representations of words 

with related meanings. Word embedding aims to transform 

textual data into vector values. Term Frequency-Inverse 

Document Frequency (TF-IDF) [26], [27], Latent Semantics 

Analysis [28], and Neural Network Models like Word2Vec 

and GloVe [25] are several methods that have been utilized to 
represent words as vector values. The Global Vector for Word 

Representation (GloVe) is an extension of the word2vec 

method to make word vectors more efficient. The GloVe 

technique combines local context-based learning at word2vec 

with global statistics from factorization matrices like LSA. 

The GloVe uses unsupervised learning techniques in which a 

group of words' meanings are recognized without the need for 

human verification. 

The most used words are gathered as the context in the first 

phase of GloVe. To create the co-occurrence matrix E, the 

next step is to scan the corpus of words. FG
( is the probability 

of the word H appearing in the context word ', where ' is the 

index of the words that appear frequently and H is the other 

words in the corpus, 

 FG
( � F�H|'� �  

JKL

JK
 .   (10) 

The probability ratio of co-occurrence can be calculated by 

considering the two words ' and H and the context word M, 
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 N�O( , OGOPQ� �  
�KL

�LR
 .  (11) 

The loss function S can be determined at the last step using 

the following equation. 

 S �  ∑ !�E(G���(
U  OPG � �( � �G = V�WE(G��X

(,GY
 . (12) 

The training aims to minimize the least square error. Each 

word in this training is assigned to a different vector value. 

3) Dataset: We utilized Twitter data relevant to COVID-

19 and the lockdown from March 23 to July 15, 2020, which 

we obtained from Kaggle [29] for training and testing. After 

going through the data cleaning and labeling processes, the 

text is ready to be employed in experiments.  

This dataset has four labels: fear, sadness, anger, and joy. 

There are 3,090 total datasets, and each label has an associated 

value of 801 for class fear, 795 for sad, 767 for anger, and 727 

for joy. 

 

 
(a) 

 
(b) 

Fig. 6 (a)  The composition of the dataset for each class, (b) Distribution of 

words in the dataset 

 

As shown in Fig. 6(a), the label data composition is 

balanced, hence no additional data balancing step is necessary. 

Meanwhile, there are 73,356 unique words in the dataset, with 

an average word count of 23.73 and a maximum word count 

of 60. Fig. 6 depicts the overall dataset distribution and 

composition. 

4) Model Configuration: The computing process was not 

considered in the experiment since we employed a small 

dataset, and it did not significantly impact the model's 

performance. The model utilized has 64 units, and the softmax 

function is applied in a dense layer at the final layer to address 

the text classification problems. Several outputs were fed to a 

dropout layer (value of 0.5), followed by a global max pooling 

layer, a dense layer, and four softmax layers on the top of the 

network.  

The training and testing datasets were split into 80% and 

20%, respectively. 20% of the training data was further used 

for validation during the training process. The input consists 

of text up to 60 characters long and possibly contain symbol t 

between 1 to 60. The pre-trained GloVe used has a dimension 

of 100 with a total of 6 million tokens from the data source 
Wikipedia 2014 and Gigaword 5 [25]. 

The issue with neural network training is to find out how 

many epochs to employ. A model that has too many epochs is 

overfitted, whereas a model with too few epochs is underfitted. 

Therefore, in this experiment, an early stopping technique was 

used with a limit of 15 epochs and a minimum delta of 0.01, 

meaning that training will be stopped if there is no 

improvement of 0.1% accuracy after 15 epochs. The 

evaluation was carried out by f1-score. We used the f1-score 

average as a measure of the accuracy of the classification task 

results. 

III. RESULTS AND DISCUSSION 

The results demonstrate that, in the word-embedded 

COVID-19 twitter dataset, the recurrent network model with 

memory expansion as in LSTM and GRU outperforms the 

baseline RNN model in terms of accuracy values. This is in 

line with research by [30], [31]. However, the accuracy of the 

dataset without word embedding indicates not much different 

from that of the RNN model and the other three models. 
Furthermore, utilizing word embedding GloVe improves 

text classification accuracy compared to not using word 

embedding in all the evaluated models. The results of this 

study are aligned with that of [5]. Similarly, among the three 

models, the bidirectional technique for the 2-way training 

process presents the greatest accuracy across all classes. 

The stopping epoch outcomes for each model were 

evaluated throughout the model training process with a 

maximum of 100 epochs using the Adam optimizer, a learning 

rate value of 0.01. We use a similar configuration for each 

model with an embedding dimension of 100, and the 

maximum sequence length is 60. The early-stopping approach 
is displayed in Table 3. 

TABLE II 

F1-SCORE FROM THE EXPERIMENTS 

 

According to Table 3, the number of epochs of the RNN 

model with and without GloVe word embedding stopped at 

26 and 28, respectively. Meanwhile, the other three models 

stopped between epochs 16 and 18. This demonstrates that the 

Class 
Without word embedding GloVe word embedding 

RNN LSTM BiLSTM GRU RNN LSTM BiLSTM GRU 

Sad 0.53 0.55 0.56 0.57 0.65 0.67 0.67 0.66 
Joy 0.57 0.53 0.53 0.57 0.59 0.66 0.70 0.67 
Fear 0.69 0.70 0.68 0.72 0.75 0.79 0.82 0.76 
Anger 0.70 0.67 0.68 0.66 0.63 0.74 0.78 0.75 

Accuracy 0.62 0.61 0.61 0.63 0.66 0.72 0.74 0.71 
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LSTM, BiLSTM, and GRU models converged faster than the 

RNN model. 

Moreover, in all model testing, the f1-score value of ‘fear’ 

class displays the highest accuracy compared to other classes. 

The COVID-19 dataset demonstrates that it is simpler to 

predict fearful sensations, particularly when GloVe word 

embedding is used. 

TABLE III 

STOPPING EPOCH FOR MODEL TRAINING 

No Word embedding Model 
Stopping 

epoch 

1 
GloVe word 

embedding 

RNN 26 
2 LSTM 18 

3 BiLSTM 16 
4 GRU 18 

5 
Without word 
embedding 

RNN 28 
6 LSTM 16 
7 BiLSTM 18 
8 GRU 17 

IV. CONCLUSION 

This study used the Twitter dataset to compare the RNN 

model with other RNN derivative models about COVID-19 

and lockdown. In general, predictions without word 

embedding generate model accuracy that is similar to each 

RNN model. The application of GloVe word embedding 

greatly improved the accuracy of all models' predictions. The 
evaluation shows that the BiLSTM model with GloVe word 

embedding yields the best accuracy compared to other models. 

The training produces a model, which is compiled in the H5 

file format. Based on our experiment results, it is feasible to 

implement the training model for sentiment prediction related 

to COVID-19, such as real-time opinion prediction, social 

media sensing, and so forth. We believe that using this model 

for automated opinion prediction in actual data will help the 

authorities determine future policies. 

Despite the promising finding, there is still much to learn 

about text classification, especially when it comes to different 
languages and datasets. Future research studies are expected 

to examine the usage of different word embedding techniques, 

such as word2vec or fastText. Additionally, verifying the 

configuration of the RNN architecture's number of layers and 

other models is a remaining challenge to be resolved by 

researchers in the scope of text classification. 
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