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Abstract—The problem of financial recording not following the principles of accounting science has the potential to cause unnecessary 

problems. However, micro, small, and medium enterprises with their distinctive characteristics, though not all, still face many obstacles 

in writing financial reports. Even though there is already much financial software available, our study aims to investigate opportunities 

for implementing automation of accounting financial transaction records using the NLP approach, to interpret financial transactions 

based on text written on the transaction form into accounting journals (debits and credits). Experiments were carried out by comparing 

the performance of three classification algorithms, namely SVM, K-Nearest Neighbor, and Random Forest, with traditional (TF-IDF 

and BOW) and contextual (Word2Vec) Language Models. There are 200 financial transaction datasets consisting of ten classes. The 

data is divided into two parts, namely, the balance dataset and the imbalance dataset. The pair SVM and Word2Vec in the balanced 

dataset gave the highest accuracy (92.5%), precision (92.5%), recall/sensitivity (93.33%), and F1 score (92%). However, compared with 

the results of related semantic research (the average performance reaches 95%), the results obtained in this study are still lower. One 

point that may have a significant effect is the amount of data in the corpus, which is still lacking. Researchers suggest increasing the 

number of datasets and using a combination of other language models such as Glove, Bert etc. This study can also be used as a model 

for more complex financial transaction cases in future research. 
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I. INTRODUCTION

The Indonesian Ministry of Cooperatives recorded 64.2 

million Micro, Small, and Medium Enterprises (MSMEs) in 
2018 and 729 large-scale companies in 2022 [1]. The large 

number of MSMEs shows how vital the role of the people's 

economy is as one of the pillars of a country's economy. As a 

business institution, it cannot be separated from financial 

transactions, where companies must have financial 

documentation regarding the circulation of their money. In 

accounting science, there are several financial reports such as 

profit and loss reports, capital changes reports, accounts 

payable reports, and others [2]. Good and standardized 

financial reports are helpful for business planning, financial 

position information, cost control, investment funding 
considerations, business decision-making, tax calculations, 

and so on. However, financial records in MSMEs cannot be 

seen as large companies. 

Organizationally, MSMEs are unlike large companies 

where the division of work is well organized according to 

each division. MSME actors can do many jobs, for example, 

in a sales, financial, or technical division, all at once in one 

day. The irregularity of this work system is undoubtedly one 

of the reasons why MSMEs do not overthink about making 

sound financial reports. Whereas accounting strictly 
emphasizes that every transaction must be recorded one by 

one and continuously [3]. So that no transaction history is lost 

because it will impact the financial reports produced later. 

Researchers interviewed four accountant representatives 

and MSME actors to determine MSME behavior in financial 

transaction activities. The results show that MSMEs face 

obstacles in understanding accounting knowledge even 

though there is a lot of accounting software on the market [4]. 

Apart from that, each accounting software has a different User 

Interface (UI) and User Experience (UX), making it difficult 

for ordinary users to operate it [5]. 
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From the existing problems above, researchers offer an 

alternative for recording financial transactions using the 

Natural Language Processing (NLP) approach for ordinary 

users or 'stupid users'—those who are not accountants and are 

untrained in accounting skills. The main goal of applying NLP 

in this research is to enable computers to understand 

information about financial transactions, such as the expertise 

of accountants [6]. It is as simple as when MSME actors say, 

"Buy a computer for two million rupiahs in cash," NLP makes 

a journal according to accounting standards. These journals 
will later be processed again to become financial reports. 

In 2020, Mugisha and Paik conducted medical document 

retrieval research using a comparison between the TF-IDF 

Language Model, Global Vectors for Word Representation 

(Glove), and Bidirectional Encoder Representations from 

Transformers (BERT). Data cleaning techniques generally 

include changing text to lowercase, regular expressions and 

word replacement, punctuation marks, and removing non-

alphanumeric characters (Stopwords Removal). In the 

training phase, the researcher divided the dataset by 90% as 

training data and 10% as test data. The final result shows that 
the combination of TF-IDF non-contextual Language Model 

(BOW &) achieves an accuracy of 80%, and BERT obtains 

the best accuracy of 98.2%. This study suggests further 

research to examine the problem of retrieving multilingual 

documents using broader query techniques and more 

extensive data to test performance. This study states that one 

of the drawbacks is that data does not have an even number of 

classifications (minority class is only represented by 29% of 

the data) for each class. Hence, it affects the prediction results. 

In addition, there is input with long sentences. Therefore, 

words must be simple (maximum 380 words) to make them 
easier to process. The results show that BERT performs better 

than the non-contextual Language Model [7]. 

Amin et al. [8] researched detecting tweets for sentiments 

of dengue fever and flu using Long Short Term Memory 

(LSTM) combined with word2vec with the Skip-gram (SG) 

technique and Word2Vec with Continuous-bag-of-words 

(CBOW). Before the data is processed, preprocessing is first 

carried out, which includes lowercase, stopword removal, 

stemming, and tokenization. This research uses 6.000 Twitter 

data obtained from scraping and already tagged. The dataset 

is divided into 3 parts: the trainset, validation dataset, and test 

dataset. Then, divide the training data and testing data with a 
ratio of 80:20. Based on the results carried out in this paper 

LSTM Word2Vec with CBOW, the confusion matrix shows 

the best results, namely 94% compared to LSTM with the 

Word2Vec SG Language Model technique. In this case, 

CBOW works efficiently for medium-sized text data, while 

the SG model works for large corpus. This research will try 

the CNN approach with different Language Models and 

optimization for future research.  

Furthermore, Jayaratne and Jayatilleke in 2020 with open 

interview questions in case studies of NLP-based employee 

recruitment using a comparative model using seven languages 
such as TF-IDF and Latent Dirichlet Allocation (LDA). Using 

4600 data, this study uses the SVM and Random Forest 

algorithms with tokenization preprocessing, stop word 

removal, lowercase, and lemmatization techniques that get the 

most optimal results of 87.83% is TF-IDF. This study uses a 

semantic approach and recommends using regression 

algorithms and Neural Networks in future work. It is also 

recommended to explore other types of features, such as the 

use of part of speech (POS), the use of emojis, etc., which will 

likely provide increased accuracy. In addition, information 

such as audio and video signals captured when job candidates 

answer questions can also be explored as signals to enhance 

text-based personality inference [9]. 

Until this research was written, research related to NLP 

and accounting that had been found was rare. One related 

study is entitled "Automated Interpretation of Accounting 
Data Based on Natural Language Processing" by Iswandi et 

al. [10]. However, Iswandi’s research does not explain the 

form of the corpus, a systematic process from input to output, 

and the uses of algorithms. This research generally has the 

same ideas as Iswandi’s but has different case studies, 

datasets, language models, and algorithms. 

II. MATERIALS AND METHODS 

This research was conducted using a quantitative approach 

and a data collection process that was carried out through 

experiments [11]. The data is analyzed by a descriptive-

arithmetic approach to calculate the performance of the 

sixteen types of combinations using classification algorithms 

and language models.  

 

 
Fig. 1  Flowchart research method 

In contrast, the performance evaluation instrument of this 

research uses the confusion matrix [12]. The research started 

with inputting corpus data in text interviews with MSME 

actors and the labeling process (Supervised Learning) by 

accountants as experts. Furthermore, the corpus data is tidied 

up through pre-processing before the language model stage is 
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carried out. The data is then divided into two forms, namely 

'training data' and 'testing data' before being tested using the 

SVM, KNN, and Random Forest algorithms [13]. The final 

stage is to evaluate the performance of the model that has been 

created using the confusion matrix. The programming 

language used to create NLP is Python, while the Graphical 

User Interface (GUI) uses the PHP programming language. 

The research method flowchart is shown in Figure 1. 

System design begins with user input of financial 

transaction data in the form of text or voice. These data are 

put together into a corpus, which the NLP engine then works 

to determine the predicted results of accounting journals as 

the output. From these journals, data is flowed back to the user 

to become various kinds of reports such as General Ledgers, 

Financial Position Reports etc. [14], depicted in Figure 2.  

 
Fig. 2  System Design 

 

A. Input Data and Labelling 

Until this journal was written, no dataset related to the case 

studies was found. Researchers collected data by interviewing 

MSME actors about how they "talk" to conduct daily financial 
transaction activities. This data is labeled one by one by the 

accountant as an expert. [4], [14]. The collected dataset totals 

200 data with output labeling and business sector categories 

(services, trade, and manufacturing) of MSMEs. From the 

dataset, there are ten classifications in debit (D) and credit (C), 

such as below [4]:  

 Salary Expenses (D) - Cash (C) 

 Other Expenses (D) - Cash (C) 

 Prepaid Rent (D) - Cash (C) 

 Cash (D) - Capital (C) 

 Cash (D) - Income (C) 

 Cash (D) - Receivables (C) 
 Equipment (D) - Cash (K) 

 Supplies (D) - Cash (C) 

 Owner Returns (D) - Cash (C) 

 Payables (D) - Cash (C)  

Some business sectors have the same general financial 

transactions. For example, service, trading, and 

manufacturing companies both use the expression "paying 

employee salaries." Unlike the phrase "buying a laundry 

cupboard," which might be specifically meant in the laundry 

business sector, the sample corpus can be seen in Table 1. 

 

 

TABLE I 

EXAMPLE OF A LABELED CORPUS 

No 
Transaction 

Activity 
Business  Journal Label 

1 Paying employee 
salaries Rp. 
2.500.000 

Global Salary Expenses (D) - 
Cash (C) 

2 Purchased meeting 
meal consumption 
worth Rp. 100.000 

Global Other Expenses (D) - 
Cash (C) 

3 Annual shop rent 
Rp. 5.000.000 

Global Prepaid Rent (D) – 
Cash (C) 

4 Deposit Rp. 
50.000.000 as initial 
capital 

Global Cash (D) - Capital (C) 

5 Receiving orders for 
bridal make-up of 
Rp. 3.000.000 

Salon Cash (D) - Income (C) 

6 Receive workshop 
service revenue of 

Rp. 350.000 

Workshop Cash (D) - Income (C) 

7 Buy a laundry 
cupboard Rp. 
1.000.000 

Laundry Equipment (D) - Cash 
(C) 

8 Buy a travel car Rp. 
120.000.000 

Travel Equipment (D) - Cash 
(C) 

9 Pay for bed repairs Lodging Equipment (D) - Cash 
(C) 

10 Providing services 

to customers Rp. 
750.000  

Global Cash (D) - Receivables 

(C) 

 

B. Preprocessing 

Before testing, the corpus is pre-processed by tidying up 

the dataset so that NLP modeling is more optimal [15]. There 
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are several stages of preprocessing as follows: lowercase, 

tokenizing, stopwords removal, and stemming,  

C. Language Model 

It is easy for humans to understand the linkage of words in 

linguistic terms, but computers are not as simple as that [16]. 

For example, humans understand words like “king” and 

“queen,” “man” and “lady,” and “tiger” and “lion” to have a 
certain kind of relationship between them. However, the 

computer needs a range of actions to figure that out, and this 

is where the language model comes into play in natural 

language processing (NLP). A language model is a core 

component of modern NLP which applies a statistical 

approach to analyze human language patterns in word 

prediction [17]. The language model works by determining 

the probability of the next word by analyzing the role of the 

word in a sentence. These models interpret words by inputting 

them into the algorithm. Then, the algorithm creates rules to 

translate the intent of the entered text. This study uses non-
contextual language model (BOW and TF-IDF) and 

contextual language model (Word2Vec), while the 

explanation is as follows: 

1) Bag of Words: Bag of Words (BOW) can be identified 

as one of the most straightforward language models in 

representing words numerically in the form of true or false 

[18]. For example, in the sentence, "I like to play football on 

the field on weekends", BOW will break (separated by spaces) 

the sentence into 8 words (unique words) out of 9 words. Each 

word will be repeated as many times as there are words; if the 

first word is "me" and matches the word order, it will be 

marked with 1, and the rest are zeros [1, 0, 0, 0, 0, 0, 0]. Then 
proceed with the word "like," it will produce encoding [0, 1, 

0, 0, 0, 0, 0], and so on until the last word. One of the 

weaknesses of BOW is not understanding the relationship 

between words or standing alone (syntax) [19]. 

2) Term Frequency – Inverse Document Frequency (TF-

IDF): Term Frequency – Inverse Document Frequency (TF-

IDF) is a weighting technique that is carried out by calculating 

the amount (frequency) emergence of words (term) in 

sentences [20]. Suppose there is a document j and want to 

look for tokens i, then the number of occurrences i in th j �� �,� 
multiplied by the logarithm (log) total document N divided by 

the number of documents it contains i  �� �. Formula 1 

summarized it.  

 �	,
 = �	,
 × log �
���

 (1) 

3) Word2ec: One of the semantic language models is 
Word2Vec. For example, suppose Word2Vec is trained using 

a fairly complete corpus (Fig. 3). In that case, the vector 

representing the word "Indonesia" will be adjacent to the 

vector "Vietnam" in the context of the country, just as the 

vector "Cat" will be adjacent to the vector "Rabbit" in the 

context of animals. A computer may do this if the 

representation of the vector value is "Vietnam," for example, 

0.9234, and "Indonesia," 0.85234. While "Cat" is 0.2342 and 

"Rabbit" is 0.3878. Word2Vec uses a Neural Network to get 

these vectors. 

 
Fig. 3  Example of Word2Vec representation 

 

Word2vec architecture consists of three layers: Input, 

Projection (hidden layer), and Output [21]. Input to Word2vec 

is one hot encoding vector with a length equal to the number 

of unique words in the training data. There are two types of 

neural network architectures from Word2Vec, namely Skip-

gram and Continuous Bag of Words (CBOW), shown in 

Figure 4. 

 

 

Fig. 4  Word2Vect Architecture 

D. Supervised Learning Algorithm 
Based on the case studies, this research uses supervised 

learning with a classification approach, where datasets are 

labeled before predictions are made. 
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1) Support Vector Machine: Support Vector Machine 

looks for a hyperplane (separator function between classes) in 

a support vector (the two closest data from different classes) 

with the max-margin or the most significant distance. The 

SVM model for this study was formed using the kernel Radial 

Basis Function (RBF) for non-linear data classification [22]. 

2) K-Nearest Neighbour: KNN is an algorithm that 

classifies output based on the quantity k nearest neighbour. 

This study uses cosine similarity as a distance calculation. 

A_( i) shows the term number i in document A, B_( i) is the 
term at i in document B, and n is the number of unique terms 

in the dataset [23] (Formula 2). 

 ������������, � = !.#
‖!‖×‖#‖ = ∑ !�&�'( ×#�

)∑ !�*&�'( ×)∑ +�*&�'(
 (2) 

3) Random Forest: Random Forest is a collection of 

decision trees or decision trees to carry out the selection 

process, where the decision tree will be divided recursively 

based on data in the same class [24]. This algorithm combines 
each tree from the decision tree, which is combined into one 

model. Determination of classification with the Random 

Forest is carried out based on the voting results of the tree 

formed. Making predictions with a random forest is closely 

related to using the Gini index. Formula 3 decides how the 

nodes in the decision tree branches. 

 ,�-� = 1 − ∑ �0	 12	34  (3) 

E. Evaluation 

Evaluation of the performance of this study uses a 

multiclass confusion matrix [25].  

 True Positive (TP) 
The amount of data in the actual class is correct, and the 

prediction results are positive (relevant). 

 True Negative (TN) 

The actual class has the correct amount of data, but the 

predicted results are negative (irrelevant). 

 False Positive (FP) 

The amount of data in the actual class is wrong, but the 

prediction results are positive (irrelevant). 

 False Negative (FN) 

The amount of data in the actual class is wrong, and the 

prediction results are negative (relevant). 
Furthermore, calculations are carried out for accuracy, 

precision, recall or sensitivity, specificity, and F1 Score from 

the confusion matrix table. Table 2 reports these results.  

TABLE II 

TRIAL RESULT 

 

III. RESULT AND DISCUSSIONS 

The data is divided into three parts: an imbalanced dataset 

of 200, a balanced dataset of 100, and a balanced dataset of 

200. The imbalance dataset determines the model's ability to 

deal with unbalanced data. In contrast, the balanced dataset is 

differentiated to determine the model’s ability to influence the 
amount of data. The trial begins by selecting the type of 

language model and machine learning algorithms used and 

then viewing the evaluation results through the confusion 

matrix, Table 2. The results show that: The balanced dataset 

has lower results than the balanced dataset, both 100 and 200 

data. The 200-balance dataset gets the highest performance. 

In the balanced dataset, the combination of BOW and KNN=5 

using 100 data has the lowest accuracy, 51.04%. In the 

balanced dataset, the combination of Word2Vec Skip Gram 

and SVM using 200 data has the highest accuracy of 92.5%. 

The BOW model has the lowest performance compared to TF-

Algorithm 
Language 

Model 

Imbalance Dataset 200 Data  Balance Dataset 100 Data  Balance Dataset 200 Data 

Accuracy Precision Recall 
F1 

Score 
 Accuracy Precision Recall 

F1 

Score 
 Accuracy Precision Recall 

F1 

Score 

RF BoW 47.06 37.54 37.54 35.61  70 69.79 73.12 64.67  85 84.15 80.24 81.27 

TF-IDF 55.88 43.86 41.93 42.07  75 70.83 75.62 67.66  82.5 81.33 79 78 

W2Vec 

CBOW 

52.94 35.26 44.29 37.14  65 60 66.67 61.63  82.5 86.71 86.67 84.54 

W2Vec 

Skip 

Gram 

52.5 32.64 39.83 35.4  75 79.63 72.22 73.33  87.5 87.67 87.25 85.9 

 

K-NN 3 BoW 29.41 18.16 18.95 18.17  65 51.04 66.88 52.17  57.5 71.9 59 59.22 

 TF-IDF 38.24 23.86 29.47 24.65  75 75 76.25 71.46  80 79.5 77.74 76.86 

 W2Vec 

CBOW 

44.12 32.87 37.78 33.62  75 62.96 72.22 66.67  82.5 87.92 84.83 83.81 

 W2Vec 

Skip 

Gram 

50 36.48 43.06 38.31  75 70.37 75.93 66.67  82.5 81.67 83.06 78.81 

 

K-NN 5 BoW 32.35 17.19 21.58 18.95  65 51.04 66.88 52.17  55 61.39 44 45 

 TF-IDF 41.18 28.6 32.11 29.12  75 75 76.25 71.46  70 75.28 72.32 68.98 

 W2Vec 

CBOW 

41.18 29.51 36.75 28.21  65 66.67 66.67 64.81  85 87 82.5 82.26 

 W2Vec 

Skip 

Gram 

60 47.67 51.82 47.44  70 57.92 60 56.81  87.5 81.67 81.67 79.33 

 

SVM BoW 55.88 42.11 44.56 42.25  70 69.79 73.12 64.67  82.5 80.5 79 78.65 

 TF-IDF 61.76 40 41.93 40.06  75 70.83 75.62 67.66  82.5 86.33 87.74 83.07 

 W2Vec 

CBOW 

50 52.86 54.56 48  75 57.5 67.5 60.14  92.5 93.5 93.42 92.29 

 W2Vec 

Skip 

Gram 

60 50.9 51.97 48.62  70 65.93 80.56 71.11  92.5 92.5 93.33 92 
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IDF and Word2Vec. The Word2Vec Language Model has the 

best performance. 

The following are several factors that might influence the 

results of this study: Data input in the test, not in the corpus, 

causes prediction errors. Preprocessing increases accuracy by 

about 10% compared to data without preprocessing. The 

greater the number of classes, the lower the level of accuracy 

because more label variations are formed [26]. The balance 

dataset performs about 35% better than the imbalance dataset. 

Related to the dataset imbalance affecting performance 
significantly, the way to overcome it is done by resampling 

technique [27]. Generally, models built using 200 data show 

better performance than 100 data. This indicates that the 

larger the data, the more robust the model is likely to be. The 

Word2Vec Language Model generally performs better than 

BOW and TF-IDF because it can learn the context of 

sentences [28]. Word2Vec Skip Gram has more optimal 

performance than Word2Vec CBOW. The size of the BOW 

corpus follows the number of unique words from the entire 

document. If there are new unique words, the size of the 

corpus will also increase. This affects the computation time 
needed when we train machine learning models. BOW 

produces a lot of zero vectors, which is usually called a sparse 

matrix [29]. This is ineffective because the model only finds 

little information in large data sizes. In general, the TF-IDF 

Language Model is better than BOW because of its ability to 

prioritize words that are considered "important" in sentences 

based on the number of occurrences. 

Some of the limitations encountered during the 

implementation of the research are as follows: Data on 

financial transactions and labeling are done by inputting one 

by one because datasets are not yet available. The dataset, 
consisting of 200 items, is still lacking; for now, it only 

contains service business types. The distribution of the 

existing datasets is classified as imbalance data where the 

distribution of classes is uneven. It should be possible to try 

to provide a resample treatment using the oversampling 

technique (increasing the size of the dataset randomly) and the 

undersampling technique (decreasing the size of the dataset 

randomly). The journal accounts used for the labeling process 

are still global, while the variations in financial transactions 

are numerous and unique for each type of business. For 

example, financial transactions in trading and manufacturing 

businesses are much more complicated and complex than in 
service businesses [30]. 

IV. CONCLUSION 

Based on the research that has been done, the following 

conclusions are obtained. In developing the model, it is 

necessary to pay attention to the condition of the dataset, 

where, in this study, the balance of the dataset significantly 

affects the performance of the machine learning model. By the 
twelve combinations tested, the pair of SVM algorithms with 

the Word2Vec CBOW Language Model has the best 

performance with an accuracy rate of 92.5%, 93.5% precision, 

93.42% recall, and 92.29% F1 score. In general, the 

Word2Vec Language Model is more optimal than TF-IDF and 

BOW because of its ability to understand the context of 

sentences. Then, TF-IDF is more optimal than BOW because 

the TF-IDF model utilizes information about the frequency of 

occurrence of each word in a sentence in the corpus. At the 

same time, the BOW model only uses information about the 

presence or absence of words (terms) in sentences in the 

corpus. Based on the results obtained from this study, 

statistically, the performance of the model is lower than that 

of similar semantic language model research, where the 

average performance is above 95%. The factor that might 

influence the results significantly is the amount of data in the 

corpus that is used, which is still meager (200 data with 10 

classes). This study can also be used as an initial model for 

more complex financial transaction cases and other NLP 
language models in future research. 
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