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Abstract—The heterogeneous data traffic of today's network is a huge challenge to existing best-effort network technology, particularly 

in the context of large Ethernet, which handles hundreds to thousands of users. The existing conventional best-effort network technology 

is no longer efficient to handle the diversity of traffic types in the network and requires network management equipment such as Quality 

of Service (QOS). Usually, QOS is implemented on the gateway router. However, for better network performance and management, to 

guarantee high priority for sensitive traffic like video conferencing, Voice over Internet Protocol (VoIP), and streaming media within 

an internal network, it is nice to have QoS implemented on each router in the LAN network, starting from the access router to the 

gateway router. This paper is to demonstrate the effectiveness of the proposed dynamic QoS that has been developed and deployed in 

the LAN, purposely to provide adequate bandwidth for sensitive traffic when the network utilization is high and congested, by 

automatically modifying the QoS Queue's Maximum Bandwidth Rate-Limit of the best-effort traffic queue of the related router. The 

performance of the proposed developed dynamic QoS was evaluated via a comparison study before and after the dynamic QoS was 

presented in the network simulation environment that was built using Mininet. Results from the testing show that the developed 

dynamic QoS can improve the network's performance by automatically giving the appropriate bandwidth for sensitive traffic on the 

fly while needed/on demand. 
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I. INTRODUCTION

Nowadays, real-time application users, in particular, will 
experience sluggishness and poor performance due to the high 
network utilization and diversity of traffic types in the 
network [1]–[3]. The existing best-effort network technology 
or Ethernet is no longer efficient and requires a better network 
management approach, such as Quality of Service (QoS), to 
provide good treatment on top of the best-effort technology. 

Typically, QoS configuration is static, and priorities have 
to be assigned and configured before and during the 
implementation [4]–[8]. A waste of resources may occur if 
network resources are assigned with a static configuration 
during pre-configuration, such as the pre-allocation of a large 
amount of bandwidth, for instance, that is never used because 
there is not that type of traffic at that time, which is a waste 
[4].  

Therefore, the need for Dynamic QoS is very practical at 
this point. With the presence of Software-Defined Networking 
(SDN) and its beauty of the global view and central control 
features, dynamic QoS can be developed/implemented, and 
multiple dynamic QoS in a network also can be managed and 
controlled from a central location [4]. Currently, many 
researchers doing dynamic QoS research studies aim to 
improve the performance of the existing networks (with 
different ways and different approaches).  

There are many areas for QoS improvement to be explored, 
such as Admission Control, QoS Routing, Resource 
Reservation, Queuing & Scheduling, Traffic-Shaping, Packet 

Marking & Policy, and Traffic Classification [9]. This paper 
contributes to improvement in the QoS Queuing & scheduling 
area by proposing a Dynamic QoS that can modify the QoS 
Queue's Maximum Bandwidth Rate-Limit to provide 
adequate bandwidth for sensitive traffic. This research's 
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proposed dynamic QoS framework will be discussed further 
in the next section.  

The presence of SDN allows researchers to do advanced 
research and allows network operators to improve the network 
and overcome existing network constraints [10]. SDN can be 
considered as a revolution in the existing networks [11]–[15]. 
SDN is dynamic, manageable, cost-effective, and adaptable, 
making it ideal for today's applications. In the SDN 
architecture, the control and data planes are decoupled. 
Network control is directly programmable, and the controller 
communicates with data planes via the OpenFlow (OF) 
protocol [10], [11], [16]–[20]. Once programable, it can be 
instructed to automate its process, such as permitting or 
denying traffic, monitoring, diverting traffic or rerouting, 
resource reservation, QOS/QoE, security, etc. This section 
focuses on reviewing the previous research on dynamic QoS. 

The authors of [4] proposed Dynamic QoS support for IoT 
backhaul networks through SDN. The proposed framework 
uses the default QoS profile classification. The default QoS 
profile classification is the standard information of 
transmission delay, bandwidth, and packet loss of 4 types of 
IoT devices: sensor, actuator, video, and audio. Once 
triggered or meets the threshold, the proposed framework will 
re-configure the network for IoT devices to meet its QoS 
requirement. The demonstration shows that the QoS 
parameter is significantly improved. However, the default 
QoS profile classification requires frequent updates. As 
technology rapidly changes, the QoS parameters value of 
sensors, actuators, videos, and audio types also change. If not 
updated, the classification method will no longer be accurate 
to classify future traffic.  

The authors of [21] proposed a QoS solution by classifying 
incoming network traffic using a Differentiated Services Code 

Point (DSCP) and diverting the subsequent traffic to a less 
congested QoS queue (assured forwarding queue) to prevent 
increasing delays of the existing QoS queue (expedited 

forwarding queue) in SDN network. The demonstration 
shows that the proposed solution can reduce delays and 
improve network utilization efficiency by fully utilizing all 
bandwidth and QoS queues provided to flow network traffic. 
However, once mixed traffic is mixed between queues, it will 
be difficult to measure a specific type of traffic in the network, 
especially the type of traffic in the assured forwarding queue 
that is already mixed. 

In a multi-path or mesh network topology, a study by [22] 
proposed optimizing a network using a path-planning 
dynamic QoS using a machine learning (ML) model for 
incoming traffic classification. The k-nearest neighbors 

(kNN), support vector machine (SVM), and feed-forward 

back-propagation neural network (FFBP) algorithm have 

been tested and are working accurately to predict the right 
path to flow the traffic. The authors of [23] study focus on 
reducing packet losses and delays in mesh and on Software-
Defined-IoT by optimizing Proactive Flow Creation (PFC) 
and combination with Reactive and Proactive Flow Creation 
(RPFC) to optimum path-routing. The solution proposed is 
without ML or deep learning (DL). 

The latest study of QoS is SDN-based dynamic QoS 
development with ML/DL approach. In a survey on ML and 
DL-based QoS-aware protocols for SDN, the authors of [9] 
presented their findings. The study demonstrates that DL-

based methodologies will unquestionably be the essential 
prerequisite for the future. Together, DL and SDN have the 
potential to transform the networking sector. DL and ML can 
be used extensively for tasks like traffic identification, 
classification, routing, QoS queuing & scheduling, traffic 
policy, and other QoS criteria.  

[24]–[28] focused on ML for QoS traffic classification. 
[29]–[34] focused on DL for QoS traffic classification. [35]–
[37] focused on ML/DL for network security.     

Motivated by what has been discussed in this section, this 
paper proposed a Dynamic QoS framework designed and 
developed to provide adequate bandwidth for sensitive traffic 
by automatically modifying the QoS Queue's Maximum 
Bandwidth Rate-Limit on demand. The proposed framework 
is novel and will be developed based on the SDN and DL 
approach. However, DL is not presented for this paper 
because it is currently under development and not ready to be 
present. Therefore, the dynamic QoS with the DL approach 
will be discussed in detail further in future publications. 

II. MATERIALS AND METHOD 
The conceptual framework of the proposed Dynamic QoS 

of the research is shown in Fig 1. 
 

 

Fig. 1  Conceptual Framework 
 
The common QoS mechanism is based on traffic 

classification/prioritization, packet marking, queuing, and 
prioritized forwarding of packets to their destinations based 
on priority [38]. To enhance the existing QoS and to make it 
dynamic, three supplementary processes are proposed: (i) 
Bandwidth and Jitter monitoring, (ii) Analyzing Bandwidth 

and Latency, and (iii) QoS Queue Management, as shown in 
Fig. 1. 

The Bandwidth and Jitter monitoring processes involve the 
acquisition of information from network devices, particularly 
routers. The term bandwidth here refers to the QoS Queue's 
Maximum Bandwidth Rate-Limit or the maximum capacity 
of the specific QoS queue. Here, it captures the information 
of the current configured QoS Queue's Maximum Bandwidth 
Rate-Limit of the best-effort traffic queue, and captures the 
jitter value of the QoS queue of the sensitive traffic queue. 
Jitter represents the variation in packet delay of sensitive 
traffic. The higher the jitter value it presents, means the longer 
the delay will be.  
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Then, the Analyzing Bandwidth and Latency process 
examines the captured information from the previous process. 
Originally, this process utilized deep learning (DL) 
techniques. However, for this paper, DL is not presented. As 
mentioned in the previous section, this paper only focuses on 
clarifying the effectiveness of modifying the QoS Queue's 
Maximum Bandwidth Rate-Limit technique. The purpose is 
to test whether this technique can improve the existing 
network by automatically providing adequate bandwidth for 
sensitive traffic on the fly/on-demand or not. In the meantime, 
for this paper, a common IF/ELSE statement is used and 
examined with the threshold given usually jitter must not be 
more than 30 milliseconds (ms) to gain good video and voice 
quality [39]. 

If there is a demand for sensitive traffic for high bandwidth, 
the following process phase, QoS Queue Management, will 
automatically modify the QoS Queue's Maximum Bandwidth 
Rate-Limit of the related router. To provide adequate 
bandwidth for sensitive traffic, the proposed framework will 
reduce the QoS Queue's Maximum Bandwidth Rate-Limit of 
the best-effort queue and expand the QoS Queue's Maximum 
Bandwidth Rate-Limit of the sensitive traffic queue for every 
time the jitter of the sensitive traffic queue exceeds 30 
milliseconds (ms). The proposed Dynamic QoS framework 
has been programmed to observe the network every 15 
seconds (sec). The configuration of the routers will return to 
its default configuration if there is no/less sensitive traffic in 
the network path.  

This proposed Dynamic QoS framework's high-level 
concept/approach is illustrated in Fig. 2. Condition (A) 
represents Default Configuration when there is no/less 
sensitive traffic in the network. Condition (B) represents On 
Demand Auto Config where the QoS Queue's Maximum 
Bandwidth Rate-Limit of the best-effort queue will 
automatically reduce and/or the QoS Queue's Maximum 
Bandwidth Rate-Limit of the sensitive traffic queue will 
automatically expand when there is a demand for high 
bandwidth for sensitive traffic in the network.  
 

 

Fig. 2  Framework Approach 

 
The proposed process flow diagram, including devices and 

dependencies of this research, and where the process of (i) 
Bandwidth and Jitter monitoring, (ii) Analyzing Bandwidth 
and Latency, and (iii) QoS Queue Management happen is 
shown in Fig. 3. 
 

 

 
Fig. 3  Proposed Process Flow Diagram (devices & dependencies) 

 
The methodology used for this research is as follows: - 

 

 
Fig. 4  Research Methodology 

 
In this experiment presented for this paper, for easy 

demonstration, only two QoS queues will be provided for 
each router: (i) Q1 represents the sensitive traffic queue and 
(ii) Q2 represents the best-effort traffic queue, as illustrated in 
Fig. 2. For the default configuration or at the initial state, both 
queue's maximum rate-limit has been configured as 10Gbps 
as the maximum size of the cable/transmission medium. With 
this configuration, the network works as the best-effort model, 
in which the network does not provide any resource guarantee 
or priority to the data delivery for either queue. With the 
proposed Dynamic QoS framework enabled, when there is a 
demand for sensitive traffic for high bandwidth, the proposed 
Dynamic QoS will provide adequate bandwidth for the Q1 
traffic by automatically modifying the Q2 bandwidth rate 
limit of the related router.  

A. Data Collection and Analysis 
Data collection is the phase of collecting information from 

the routers. The information required from each router is (i) 
the current Q2 maximum bandwidth rate-limit information 
and (ii) the Q1 jitter value. The proposed Dynamic QoS 
framework then uses and analyzes the collected information 
to provide preferred_config. Prefered_config is a parameter 
used by the proposed Dynamic QoS framework to 
automatically modify the Q2 maximum bandwidth rate-limit 
of the related router. 
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A sample of pseudo-code to capture the current Q2 
maximum bandwidth rate-limit for each router is shown in 
Fig. 5, and a sample of pseudo-code to capture the current 
jitter of the Q1 queue is shown in Fig.6. 

 

  
Fig.5  Pseudo-code to capture the current Q2 maximum bandwidth rate-limit 

 

 
Fig. 6  To capture the current jitter of the Q1 of the router 

 
Both output 'max_rate' and 'Q1_jitter' from Fig.5 and Fig.6 

will be analyzed and examined with the threshold of 30 ms 
using the IF/ELSE statement (as DL is not presented in this 
paper). A sample of pseudo-code for this analysis is shown in 
Fig. 7.  
 

 
Fig. 7  Analyze ‘max_rate’ and ‘Q1_jitter’ 

 
The proposed Dynamic QoS then used results from Fig. 7 

to modify the Q2 maximum bandwidth rate-limit of the 
related router.  

B. Experimental Design 
The Experimental Design phase involved multiple 

numbers of processes as follows: - 
 Design the proposed Network Optimization 

Framework (a dynamic QoS framework) algorithm. 
 Design the simulation environment that is suitable to 

run and test the proposed Dynamic QoS framework. 
- The proposed network topology is shown in Fig. 8. 

 Determine the evaluation criteria and parameters. 
- Q2 maximum bandwidth rate-limit and Q1 Jitter for 

the proposed framework input parameter. 
- Prefered_config is the output parameter produced for 

the proposed Dynamic QoS framework, automatically 
modifying the QoS queue's maximum bandwidth rate-
limit of the related router. 

 Evaluate the measurement framework. 
- The performance of the proposed framework will be 

evaluated via a comparison study (before and after the 
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proposed Dynamic QoS framework is presented). 
Before the proposed framework is presented, the 
simulation environment will represent a conventional 
network. Comparison of throughput (actual rate of 
successful data transfer over the QoS queues) and jitter 
will be measured for every millisecond (ms) up to 120 
ms. The results will be tabulated and graphed for easy 
visualization of the differences. 

 

 
Fig. 8  Proposed Network Topology 

C. Implementation 
The Implementation phase involved two processes: - 
 Development of the proposed Dynamic QoS 

framework based on the framework that was designed 
from the Experimental Design phase. 

- The source code of the proposed framework is written 
in Python with the combination of the script presented 
in Fig.5, Fig.6, and Fig.7. 

 Development of a simulation environment based on 
what was proposed in the Experimental Design phase. 

- The demonstration of the proposed Dynamic QoS 
framework is done in a simulation environment. The 
simulation environment was built using MiniEdit 
(Graphical Mininet) which will represent as an 
Enterprise Network Infrastructure as shown in Fig.9. 
For this demonstration, only three routers are involved 
and each of them represents (i) the access router, (ii) 
the distribution/core router, and the gateway router as 
shown in Fig.10. 

 
Fig. 9   Deployed Network Topology on MiniEdit (Graphical Mininet) 

 

 
Fig. 10  Simulation/Testing Environment 

D. Testing 
The performance of the proposed Dynamic QoS 

framework will be evaluated via a comparison study (before 
and after the framework is presented). Two tests will be 
conducted: - 

 
TEST 1: Throughput and Jitter evaluation. 

Step 1: Enable the Proposed Dynamic QoS framework 
program. 

Step 2: Run two iPerf packet generators simultaneously. 
One of them will represent sensitive traffic (run 
it for 100 ms) and the other will represent best-
effort traffic (run it for 120 ms). The proposed 
framework uses differentiated service as a 
classification technique. It classifies based on a 
6-bit Differentiated Services Code Point 
(DSCP) that is located in the IP header. 

Step 3: Capture the value of Q2 maximum bandwidth 

rate-limit and Q1 jitter for every millisecond 
and tabulate it into a graph. 

Step 4: Repeat Steps 2 to 3 without enabling the 
Proposed Dynamic QoS Framework program. 

Step 5: Compare the observed differences. 
 
TEST 2: Speed test evaluation. 

Step 1: Enable the Proposed Dynamic QoS framework 
program. 

Step 2: Send a file that simulates sensitive traffic by 
travel from source to destination using the 
sensitive traffic queue for each router. 

Step 3: Capture the speed value measured in bits per 
second (bps)/ kilobits per second (Kbps) or 
Megabits per second (Mbps) and tabulate it into 
a graph. 

Step 4: Repeat Step 2 to Step 3 by sending other files 
with varying sizes and bandwidth requirements. 
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Step 5: Repeat Steps 2 to 4 without enabling the 
Proposed Dynamic QoS Framework program. 

Step 6: Compare the observed differences. 

III. RESULTS AND DISCUSSION 
The proposed Dynamic QoS Framework has been 

programmed to monitor and modify the network every 15 
seconds. Fig.11 and Fig.12 illustrate Test 1 enabled by the 
proposed Dynamic QoS framework.  

 

 
Fig. 11  Test 1(1) with Network Optimization Framework Enabled 

 

 
Fig. 12  Test 1(2) with Network Optimization Framework Enabled 

 
As shown in the graph, at the 15th-second mark, when the 

proposed framework found that the average jitter of sensitive 
traffic (Q1) exceeds 30 ms, the framework automatically 
modified and reduced the QoS queue's maximum bandwidth 
rate-limit of best-effort traffic (Q2) from 1Mbits/sec to 
500Kbits/sec. The graph clearly shows that the sensitive 
traffic gained a greater throughput after the modification, 
while the best-effort traffic experienced a significant drop in 
throughput. Throughput represents the actual rate of 
successful data transfer over the QoS queues. Once again, 
when the framework found that the average jitter of Q1 
exceeds 30 ms at the 30th-second mark, the framework 
automatically modified the QoS queue maximum bandwidth 
rate limit of Q2 from 500Kbits/sec to 300Kbits/sec. The graph 
shows that the throughput of sensitive traffic slightly 
increases, remains constant, and stable until it reaches 
completion at the 100th-second mark. At the 105th-second 
mark, there is no sensitive traffic. The jitter of Q1 is 0, and the 
framework knows that there is no sensitive traffic at that time 
and responds immediately by modifying the QoS queue's 
maximum bandwidth rate-limit of Q2 from 300Kbits/sec to 
1Mbits/sec (default configuration). The graph indicates that 
best-effort traffic experiences an increase in throughput after 
the 105th-second mark.  

Compared to Fig.13 and Fig.14, no special treatment is 
given to the bandwidth for both traffic. Both traffics have 
been entertained equally. Less impact for the best-effort 
traffic user because it can tolerate delay, but for the sensitive 
traffic, the user will face slowness and poor performance; as 
mentioned by Cisco press, the average jitter should be less 
than 30 ms to gain good video and voice quality [39]. 
 

 
Fig. 13  Test 1(1) without Network Optimization Framework Enabled 

 

 
Fig. 14  Test 1(2) without Network Optimization Framework Enabled 

 
The differences throughput gained of sensitive traffic 

with/without Dynamic QoS framework are shown in Fig. 15. 
It is about 20% higher with framework enabled. The 
differences jitter captured of sensitive traffic with/without 
Dynamic QoS framework are shown in Fig. 16. It shows that 
jitter of sensitive traffic with framework enabled is lower than 
without framework enabled. The average jitter of the sensitive 
traffic with framework enabled from 15th-second mark to 
100th-second mark is 28.8 ms. It also means that the sensitive 
traffic travels to it destination with low delay and acceptable 
as it travels at jitter lower than 30 ms.  
 

 
Fig. 15  Throughput gained with/without framework enabled 
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Fig. 16  Captured jitter of with/without framework enabled.  

 
From Test 1, it can be concluded and summarized that the 

proposed Dynamic QoS framework can improve the 
performance of the network by giving the appropriate 
bandwidth for sensitive traffic while needed and on the fly. 
Test 2 is currently in progress. The findings and outcomes of 
Test 2 will be discussed further in a future publication. 

IV. CONCLUSION 
In summary, this paper aimed to design and develop a 

Novel Network Optimization Framework (a dynamic QoS 
program) based on the SDN and DL approach that will 
automatically provide appropriate bandwidth for the sensitive 
traffic QoS queue for each router in the network. The 
framework automatically adjusts the bandwidth allocation by 
monitoring the queue's jitter. If the value of the jitter 
increases, it indicates there is much sensitive traffic in the 
buffer waiting for the queue and may cause potential delay. 
To overcome this issue, if the average jitter exceeds 30ms, the 
framework will provide more bandwidth for the sensitive 
traffic queue by automatically reducing the QoS queue's 
maximum bandwidth rate-limit of the best-effort queue. The 
routers' configuration will also return to its default 
configuration automatically if there is no/less sensitive traffic 
in the network. In the testing that has been conducted, it was 
found that the proposed framework can improve the network 
performance dynamically by providing adequate bandwidth 
for the sensitive traffic queue. It has been determined through 
testing that the proposed framework effectively enhances 
network performance by dynamically allocating sufficient 
bandwidth to the sensitive traffic queue.  

For future work research, the deep learning model will 
analyze the bandwidth and latency process of the proposed 
framework. The Deep Learning model is under development 
and will be ready soon. Once ready, the Deep Learning model 
and its implementation on the proposed framework will be 
discussed further in a future publication. 
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