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Abstract—The clustering method is said to be good if it has resistance to outlier data. One cluster method resistant to outlier data is 

Fuzzy Possibilistic C-Means (FPCM). FPCM performance on outlier data still has the potential for overlap between cluster members 

in different clusters, resulting in decreased cluster quality. The Modified Fuzzy Possibilistic C-Means (MFPCM) method is used to 

modify FPCM in its objective function by inserting updated weight values to increase FPCM performance. In this research, improving 

the quality of FPCM and MFPCM clusters was carried out by reducing data dimensions through Principal Component Analysis using 

Alternating Least Squares (PRINCALS) so that members of each cluster do not overlap in the right cluster. The PRINCALS results of 

the FPCM method have better performance with silhouette values and BSS/TSS ratios of 0.4108 and 60% compared to values without 

PRINCALS of 0.355 and 43%. The MFPCM method with PRINCALS also performs better, namely 0.4299 and 61%, compared to 

0.368 and 42% without PRINCALS. In this study, the performance of MFPCM with PRINCALS or without PRINCALS was better 

than that of the FPCM method. Overall, PRINCALS can improve the performance of the MFPCM and FPCM methods, resulting in 

better clusters. PRINCALS in this cluster produce an average silhouette value greater than 0.3 and an average BSS/TSS ratio greater 

than 50% so that each cluster member is in the right cluster and does not overlap.  
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I. INTRODUCTION

Clustering methods are vital in data analysis, as they can 
parse and understand complex data for better decision-making 
in many fields. Clustering methods widely used in previous 
research include Fuzzy C-means (FCM) and K-means. The 
FCM and K-Means Clustering methods are used for object 
image segmentation, which is much needed in processing and 
analyzing image data. FCM performance shows better image 
segmentation results when compared to K-Means [1]. FCM is 
also used in the health sector to detect and classify bone 
tumors efficiently using the FCM clustering algorithm [2]. 
The cluster method is also used to predict attitudes toward 
acceptance of internet health information through a clustering 
method based on health data management in the younger 
generation. [3]. In the agricultural sector, the FCM cluster 
method is used for the detection of several non-leafy 

vegetables such as Brinjal, Chilly, Bitter Gourd, Onion and 
Tomato [4]. 

Cluster methods are usually able to produce optimal 
performance if the entities or objects in the cluster have high 
similarities and significant differences between clusters [5]. 
In reality, we often perform clustering on datasets that have 
outlier data. Outlier data can move the cluster center 
(centroid) from the actual data center, thereby shifting the 
cluster as a whole and causing the cluster to appear not to 
represent the majority of the data [6]. A good cluster must be 
relatively resistant to outlier data. Clusters must be stable and 
not significantly affected by small changes in the data or the 
presence of inappropriate entities [7] . 

A clustering method that has better resistance to outlier 
data is fuzzy-possibilistic c-means clustering (FPCM). The 
FPCM method is an improvement on FCM, which is still 
sensitive to outlier data, and Possibilistic C-Means (PCM), 
which already has resistance to outlier data [8]. Even though 
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PCM is no longer sensitive to outlier data, cluster members 
still overlap because it depends on good initial cluster center 
initialization [9], [10]. Previous research used FPCM to carry 
out multi-resolution segmentation of stacked images into 
objects from coarse to scale. Experimental results 
demonstrate the effectiveness and stability of the proposed 
approach [11]. FPCM is also used to investigate data in the 
real world, namely to break down extensive data sets into 
meaningful clusters. FPCM can cluster data in the database 
effectively [12]. In the health sector, FPCM is used in knee 
osteoarthritis analysis with kernel functions to handle the 
problem of data that cannot be separated. The results of 
FPCM performance in clustering knee osteoarthritis disease 
have an accuracy value of 85.5% [13]. FPCM, in other 
research, is used to predict groups of workers with low 
performance in software companies. FPCM can produce high 
efficiency in completing the clustering of unlabeled data and 
outlier data [14]. The application of FPCM to cluster changing 
object information from sensor nodes in a large area uses a 
wireless sensor network. FPCM can better group objects from 
wireless sensor networks than the K-Medoid method [15]. 

In its development, the FPCM method was modified by 
using weight values in the objective function of the FPCM 
method, Modified Fuzzy Possibilistic C-Means (MFPCM). 
MFPCM is considered an improvement over FPCM in many 
aspects, especially in terms of flexibility in membership 
adjustment, handling of outliers, robustness to cluster center 
initialization, ability to handle complex cluster structures, and 
ability to handle multimodal data [16]. In previous research, 
MFPCM was used to group students with low competency 
in helping academics provide appropriate training. The 
application of the MFPCM algorithm can identify low 
performers with high accuracy when compared to the Fuzzy 
Possibilistic Product Partition C-Means Clustering 
algorithm [17].  

The problem of cluster performance results depends not 
only on the cluster method used. Even though FPCM and 
MFPCM are resistant to outlier data, determining the number 
of variables in the research dataset can potentially affect the 
quality of the clusters. Variables in a dataset do not 
necessarily contribute to cluster data analysis, let alone mixed 
data scales. These conditions complicate the clustering 
process and can lead to suboptimal results. Hence, it is 
necessary to consider outliers in the clustering process and 
take appropriate steps to overcome their impact. [18]. One 
step is understanding the dataset's characteristics using 
appropriate data preprocessing techniques. Datasets with high 
dimensions can be preprocessed by reducing their dimensions 
to simpler ones [19]. 

The method that is often used to reduce high-dimensional 
datasets is the Principal Component Analysis (PCA) method  
[20], [21]. The PCA method in previous research was used to 
evaluate data anomaly detection by carrying out dimension 
reduction on extensive manufacturing data so that the data 
analysis results are faster and more efficient [22], [23], [24]. 
The data measurement scale is important in the Principal 
Component Analysis (PCA) method. PCA is sensitive to data 
scale, meaning that if the variables in the data have different 
scales, then the resulting main components can also be 
influenced by these differences so that the data becomes non-
linear [25].  

Research datasets often have mixed-scale data; reducing 
the dimensionality of data sets on mixed scales causes the data 
to become non-linear. Non-linear PCA on mixed-scale data 
can be completed using the Alternating Least Squares method 
[26]. Using Alternating Least Squares (PRINCALS), 
principal component analysis reduces high dimensions of the 
mixed scale by transforming high dimensions into low ones 
using the Alternating Least Squares method [27]. This 
research also uses a mixed scale. The dataset used in this 
research is data on new students' economic abilities, 
consisting of nominal, ordinal, and ratio scales. This research 
aims to improve the cluster performance of the FPCM and 
MFPCM methods through data preprocessing using 
PRINCALS. The dimensions of the research dataset were 
reduced using PRINCALS, and the dimension reduction 
transformation results were used in cluster analysis. The 
performance of FPCM and MFPCM clusters is expected to 
improve cluster quality according to the characteristics of the 
research data used.  

The best cluster performance results in this research will 
then be used to classify the Single Tuition Fee (STF). The 
economic data characteristics of the new students greatly 
influence the STF amount. The best clustering results from 
this research will then be used as a source of information in 
determining the STF level, starting from the lowest STF value 
to the highest. 

II. MATERIALS AND METHOD 

A. Dataset 

This research uses a mixed-scale dataset that has outlier 
data. The dataset is from Politeknik Elektronika Negeri 
Surabaya (PENS) student selection. This dataset has 3 scales, 
namely ratio, nominal, and ordinal scales, which relate to new 
student economic data as follows: ��:   parents' income (ratio scale)  ��:   number of family dependents (ratio scale) ��:   home ownership (ordinal scale) ��:   number of houses (ratio scale) ��:   land ownership (nominal scale) �	:   ownership of ponds/rice fields (nominal scale) �
:   apartment ownership (nominal scale) ��:   building ownership (nominal scale) ��:   number of cars owned (ratio scale) ��:  number of motorbikes owned (ratio scale) ���:  electric power (ordinal scale: 450 Watt, 900 Watt, 1300 

Watt, and over 1300 Watt) ���: Institutional Development Contribution (IDC) (ratio 
scale). 

B. Methodology 

This research was carried out through several stages, as 
shown in Fig. 1. The dataset before cluster analysis is carried 
out, and new student economic data is preprocessed to select 
the required variables. The dataset must be converted into data 
categories because the data is on a mixed scale. The following 
process is dimensional reduction using PRINCALS. The 
PRINCALS algorithm will cause the distance between data 
points to tend not to get bigger so that cluster analysis 
becomes more straightforward. The number of dimension 
reductions is carried out by looking at the scree plot of the 
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eigenvalues. Next, the dataset was transformed using a linear 
combination through the score component of the PRINCALS 
dimension reduction algorithm. The PRINCALS 
transformation data will be used in the cluster analysis 
process. Determining the number of clusters in the study uses 

the Silhouetted Coefficient before using the FPCM and 
MFPCM algorithms. Next, the FPCM and MFPCM 
performance analysis results are carried out by measuring the 
precision of cluster members so that the best cluster quality is 
obtained from each cluster. 

 
Fig. 1  Methodology 

 

C. Principal Component Analysis with Alternating Least 

Squares (PRINCALS) 

Principal Component Analysis with Alternating Least 
Squares (PRINCALS) is one method used to carry out 
principal component analysis (PCA). This method reduces 
non-linear datasets due to mixed data scales. PRINCALS uses 
a least squares-based iterative approach to estimate principal 
components from the data. This approach minimizes the 
squared difference between the original and reconstructed 
data from the extracted principal components [27]. 

The PRINCALS algorithm steps are as follows: 
1. Convert the quantitative datasets into the qualitative data 

(categories). 
2. Perform quantification into an H matrix of  � × � size. 

The ��� vector is then transformed using quantification as 
in equation (1).  

� = ����� = �ℎ�� ℎ�� ⋯ ℎ��⋮ ⋮ ⋱ ⋮ℎ � ℎ � ⋯ ℎ �
!, ��� = �ℎ��⋮ℎ �

!, (1) 

where: �:  qualitative data matrix ���   ∶  vector of the $-th object in the %-th category in the &-
th variable �:  many observations (objects); $ =1,2,…,� �:  many variables; & = 1,2, … . , � %:  number of categories in the &-th variable; , = 1,2, … , %- . 

3. Perform quantification technique for the � matrix into .-  

matrix of size � × %-   can be calculated using equation 
(2). 

.- = �/0-1� = 2/-�� ⋯ /-�13⋮ ⋮ ⋮/- � ⋯ /- 13
4 = 5/-� ⋯ /-136,  (2) 

 /0-17 8 1, if object $ is belongs to category % of & variable   0, if object $ not belongs to category % of & variable 

where .-   $J  indicator matrix of ℎ�� and /0-1 is matrix 
column. 

4. Determine the object score matrix (K) and quantify the L- 
category by minimizing meet loss as in equation (3). 

  MN5K; L6 = ��  ∑ P,5K − .-L-6R�-S� T-5K − .-L�6 , (3) 

where: P,: trace (summation of main diagonal elements), K: ordered object component score matrix � × U, L: a collection of multiple and single category 
quantification, .- : indicator matrix for the &th variable of size � × %- , L- : quantification of multiple ordered categories %- × U, T- : sized identity matrix � × �. 

5. Determine the number of primary components selected 
using total diversity, eigenvalue, scree plot, and 
hypothesis testing. Eigenvalues (V) can be searched using 
PRINCALS from the correlation matrix �S�W5X6 with 
equation (3), 

 |�S�W5X6 − VZ| = 0, (4) 

where: �:   the number of variables used, W5X6:   correlation matrix between the combined linear 
scores of all sets of  X matrices, X ∶  transformation  data  matrix  of  order � × �   with 
column [-  where  [- = .-\-, 

 [- ∶   transformation data. 
6. Determine the main component score or loading 

component using equation (5): 

 ]� = 5^�R_�^�6S��L�R_�^��, (5) 

where: ]- ∶ component weight (component loading) of the order U × 1, _- ∶ diagonal matrix %- × %-  with the relative frequency of the &th variable on the main diagonal, ^-   ∶ Single category quantification. 
7.  Calculate component scores according to the following 

equation (6), 

 0̀- = ∑ ]-.-L-�-7� , 0̀- = ∑ ]-a-�-7� , (6) 

where : 

0̀-  ∶ is the main component score on the $th object of the &th 
variable with $=1,2,3,..., � and  &=1,2,3,...,� 
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]-   ∶ component weights of order  U × 1 a-   ∶ & th transformation data. 
The variance that the new variable can explain $ depends 

on the contribution of the Main Component proportion in 
percent or  U0 for each eigien value which is calculated using 
the equation (7), 

 U0 = bc∑ b3d3ef × 100%, (7) 

where: U0:  principal component proportion in percent (%) λ0:  the $-th eigenvalue and  λ-  eigienvalue of each diagonal. i:  the number of principal components. 

D. Fuzzy Possibilistic C Means (FPCM) Algorithm 

FPCM is a development algorithm from FCM and PCM. 
The j�k value in the FCM algorithm is influenced by lk and 
all cluster centers [9]. Meanwhile, in the PCM algorithm, the 
value of P�k is only affected by lk, the center of the $th cluster 
and m�. FPCM has the advantage of ignoring outlier data 
sensitivity deficiencies such as FCM and overcoming the 
problem of identical cluster such as PCM [14].  

The FPCM method has the following objective functions: 

 nopqN5K; r, s, t6 = ∑ ∑ 5u0-� -7� + P0-w 6 x��y0 , z-�{07� , (8) 

where : K = |y�, y�, … , y } ⊆ ℝ� is a dataset of � records with 
dimension in the  U -dimensional data space ℝ, r = |z�, z�, … , z } ⊆ ℝ� is the matrix of cluster centers, s = �u��� is a uniqueness matrix (u��), t = �P��� is the absolute uniqueness matrix (P��), � is the value determined for rank in a cluster 5� > 16 or  � = 2 and �  is the typicality exponent 5η > 16 or  η = 2. 

Determining the similarity of data in clusters using the 
distance method as in the equation (9), 

 x��y- , z0� = �y- − z0�� = �y- − z0�R�y- − z0�, (9) 

where: x�5y- , z06 is the squared euclidean distance between data (y-6 
and cluster centers (z0). Each element in the membership 
matrix s and t, namely u0-  and P��, can be expressed in 
equations: 

 ∑ u0- = 1; ∀ & ∈  |1, … , �}{07� , (10) 

 ∑ P0- = 1; ∀ $ ∈  |1, … , �}{-7� . (11) 

The cluster results are obtained by minimizing the objective 
function nopqN5K; r, s, t6 based on the updated of  u0- , P0- 
and z0  in  the following equations: 

 u0- = �∑ ����y3,zc����y3,z��� f��f1-7� �S� ; 1 ≤ $ ≤ �, 1 ≤ & ≤ �, (12) 

 P0- = �∑ ����yc,z3���5yc,z�6� f5��f6 17� �S� ; 1 ≤ $ ≤ �, 1 ≤ & ≤ �, (13) 
 z0 = ∑ 5�c3��3ef ��c3� 6y3∑ 5�c3��3ef ��c3� 6  ;  1 ≤ $ ≤ � (14) 

E. E. Modified Fuzzy Possibilistic C Means (MFPCM) 

Algorithm 

The MFPCM algorithm is a modification of the FPCM 
algorithm by including weight parameters in the objective 
function. The MFPCM method will improve cluster 
performance so that it can minimize the distance between 
points in the cluster and maximize the distance between 
clusters. The MFPCM method as a whole has almost the same 
algorithm as the FPCM method. The difference between the 
FPCM and MFPCM methods is that the objective function of 
the MFPCM method is added to the weight parameter values 
as follows [17]: nNopqN5K; r, s, t6

= � � �u0-�  �-0�  x���y- , z0� 
-7�

{
07�+  P0-w �-0w  x�w�y- , z0�� 

(15) 

In the MFPCM objective function each cluster is given 
such a weight so that it will produce better cluster 
classification even though it has outlier data. Determining the 
weight for each cluster is obtained by the equation (16). 

 �-0 = �lU �− ��5y3,zc6�∑ ���y3,zc��3ef � �¡ (16) 

The cluster results from MPFCM are obtained by minimizing 
the objective function using the following update 
equation[24]: 

 u0- = �∑ ����y3,zc����y3,z��� ��5��f6{17� �S� , 1 ≤ $ ≤ �, 1 ≤ & ≤ �, (17) 

 P0- = �∑ ����y3,z�����y3,z��� ��5��f6 17� �S� , 1 ≤ $ ≤ �, 1 ≤ & ≤ �, (18) 

 z0 = ∑ 5�c3��3ef ¢3c���c3� ¢3c� 6y3∑ 5�c3�¢3c��3ef ��c3� ¢3c� 6  ;  1 ≤ $ ≤ � (19) 

F. Cluster Quality Performance 

Some previous research to measure cluster 5£16 quality 
performance can be done by looking for the Between Sum of 
Squares, Total Sum of Squares (BSS/TSS) ratio and 
Silhouette Coefficient values. The BSS/TSS ratio is a 
comparison of the values between the sum of the distances 
(BSS) between pairs of data in different clusters and the sum 
of the distances of all pairs in the cluster (TSS) according to 
the following equation [29]: 

 BSS/TSS = ∑ ∑ ∑ �50,-63∉©�c∈©� �ef ∑ �50,-6c,3  (20) 

The BSS/TSS ratio value will measure the separation 
between clusters with a percentage value between 0% and 
100%. Cluster performance if the BSS/TSS ratio value is 
close to 100% means the cluster has good quality because 
there is less data overlap between different clusters [30]. 
Cluster quality can also be seen from evaluation metrics based 
on the Silhouette Coefficient value. This metric provides a 
measure of how well an object fits the cluster assigned to it 
and how different it is from other clusters [30]. The formula 
for calculating the Silhouette Coefficient is as follows (21): 

 ª0 = 5«cS¬c6®¯ 5¬c,«c6 (21) 
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where ª0 is silhouette Coefficient, °0 is the average distance 
from the object $ to all objects that are in the same cluster, and ±0 is the smallest value of the average distance of the object $ 
to other objects in different clusters. The Silhouetted 
coefficient has a minimum value of -1 and a maximum value 
of 1. The cluster results are said to be in the right cluster if the 
Silhouetted coefficient is positive and vice versa. The cluster 
method used has valid cluster results if the average value of 
the Silhouetted coefficient is close to 0.5, and the cluster 
results are invalid if the average value of the Silhouetted 
coefficient is less than 0.3. 

III. RESULTS AND DISCUSSION 

A. Dimension Reduction  

The dataset in this study is on a mixed scale, so it must be 
converted into categorical data before reducing its dimensions 
using PRINCALS. The PRINCALS computing results 
obtained a cumulative proportion eigenvalue, as in Table 1. In 
the 8th dimension, the cumulative proportion eigenvalue was 
81.64%, so the proportion of variance was considered 

sufficient to represent the total cumulative variance of 70% to 
80%, as in equation (7). 

TABLE I 
CUMULATIVE PROPORTION OF EIGENVALUE 

 
The PRINCALS algorithm produces component loadings 

as in Table 2, obtained from equation (4). Based on Table 2, 
the PRINCALS algorithm then transforms a dataset using 
equation (6) to produce a reduced dataset with dimensions of 
8, as in Table 3.  

TABLE II 
COMPONENT LOADINGS 

 

TABLE III 
DATASET DIMENSION REDUCTION TRANSFORMATION 

 
The dataset resulting from the dimension reduction 

transformation in Table 3 is used in cluster analysis using the 
MFPCM and MFPCM methods so that it can improve cluster 
quality. 

B. Cluster Analysis 

The quality of the cluster can be seen using the Silhouetted 
and Ratio BSS/TSS methods. Good cluster performance is 
influenced by a Silhouetted value that is close to 1 by 
considering the distance between clusters based on the high 
percentage value of distribution between clusters via the 

BSS/TSS ratio. Based on Fig. 2. The performance of FPCM 
with PRINCALS has better performance when compared to 
without PRINCALS. FPCM with PRINCALS in clusters of 2 
to 8 clusters all Silhouetted values and the BSS/TSS Ratio 
with higher performance values than without PRINCALS.In 
cluster 2 the Silhouetted value increased from 0.4093 to 
0.6226 and the BSS/TSS ratio percentage increased from 
20.25% to 44.11%. Likewise, clusters 3 to cluster 8 show 
better performance values compared to FPCM without using 
PRNCALS. 

In the MFPCM method with PRINCALS in 2 clusters there 
was also an increase in the Silhouetted value from 0.4098 to 
0.623 and the BSS/TSS Ratio by 20.46% to 44.5%. Even 
though the Silhouetted value has increased, the BSS/TSS 
percentage ratio value shows that the performance is still 
small, so it is considered that the cluster members still have 
overlapping data in the members of each cluster. The 
performance results of MFPCM always increase, seen from 
cluster 3 to cluster 8, all silhouette values and BSS/TSS ratios 
always get better. 

 

Dimension Eigenvalue Cumulative Proportion 
1 0.2186 21.86 
2 0.1191 33.77 
3 0.0949 43.26 
4 0.0919 52.45 
5 0.0846 60.91 
6 0.0773 68.64 
7 0.0687 75.51 
8 0.0613 81.64 
9 0.0529 86.93 
10 0.0509 92.02 
11 0.0434 96.36 
12 0.0364 100 

Variabel 
Dimensions 

1 2 3 4 5 6 7 8 K� 0.66   -0.24  0.14   -0.06 -0.12 -0.01  0.04 -0.24 K� 0.01  0.07  0.64  0.39  0.47  0.22  0.24 -0.25 K² 0.51  0.34 -0.15  0.58 -0.14           -0.17 -0.01  0.21 K³ 0.62  0.39 -0.17  0.38 -0.05    -0.03      0.18    0.05 K´ 0.39  0.08 -0.23 -0.11  0.28      0.76    -0.23  0.15 Kµ 0.26  0.57  0.06 -0.37 -0.32      0.06      0.14 -0.49 K¶ 0.20  0.39 -0.17 -0.48  0.46    -0.19      0.42     0.25    K· 0.07  0.28  0.68 -0.21 -0.41      0.12       -0.09    0.46    K¸ 0.36  0.31  0.17 -0.11  0.38    -0.36    -0.67 -0.11    K�¹ 0.70 -0.28  0.17 -0.08  0.04      0.07      0.09  0.05 K�� 0.51 -0.53  0.17 -0.13  0.13    -0.29      0.12  0.13 K�� 0.64 -0.29 -0.18 -0.12 -0.19     -0.07    -0.07  -0.08    

No K1 K2 K3 K4 K5 K6 K7 K8 
1 20.8 -1.9 3.5 1.5 1.1 0.3 0.6 -1.6 
2 15.0 3.2 5.2 2.2 4.8 -1.7 -2.4 -0.9 
3 16.0 2.2 5.5 1.9 5.0 -2.3 -2.1 -0.7 

…. …. …. …. …. …. …. …. …. 
432 11.2 4.8 2.7 1.7 4.1 -1.7 -3.6 -0.3 
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Fig. 2  FPCM and MFPCM performance clusters 

 
In cluster 8, the Silhouette value and BSS/TSS ratio have a 

relatively better BSS/TSS ratio, namely FPCM of 70.71% and 
MFPCM of 72.63%, so there is less overlapping of members 
of each cluster. Overall, the performance graph compares 
cluster performance between the FPCM and MFPCM 
methods using the PRINCALS dimension reduction method 
and without carrying out dimension reduction. The overall 
performance shows that dimension reduction using 
PRINCALS causes the Silhouetted and BSS/TSS Ratio values 
to be higher. Hence, PRINCALS can significantly improve 
cluster performance. 

The cluster performance in the FPCM and MFPCM 
methods has an average value as in Fig. 2.  FPCM 
performance using PRINCALS has better performance, 
namely an average Silhouetted value of 0.4108 with an 
average BSS/TSS ratio of 60%. FPCM without PRINCALS 
has an average Silhouetted value of 0.355 with a BSS/TSS 
ratio of 43%. FPCM with PRINCALS increased Silhouetted 
performance on average by 0.0558 with a BSS/TSS Ratio of 
17%. The MFPCM with the PRINCALS method performs 
better, namely with an average Silhouetted value of 0.4299 
with a BSS/TSS ratio of 61%. 

MFPCM without PRINCALS has an average Silhouetted 
value of 0.3680 with a BSS/TSS ratio of 42%. MFPCM with 
PRINCALS increased Silhouetted performance on average by 

0.0619 with a BSS/TSS Ratio of 19%.  PRINCALS 
dimension reduction using the MFPCM method has better 
performance with a Silhouetted value of 0.4299 and a 
BSS/TSS ratio of 61% when compared to the PRINCALS 
FPCM algorithm, which has an average Silhouetted value of  
0.4108 with a BSS/TSS ratio of 60%.  

The performance of MFPCM and FPCM in Fig. 3 shows 
that, on average, the MFPCM method using PRINCALS 
experienced a significant increase in cluster quality. FPCM 
performance using PRINCALS has better performance, 
namely an average Silhouetted value of 0.4108 with an 
average BSS/TSS ratio value of 60% when compared to 
FPCM without using PRINCALS, which has an average 
Silhouetted value of 0.355 and an average value BSS/TSS 
ratio of 43%. The MFPCM method using PRINCALS also 
performs better than MFPCM without PRINCALS. The 
average value of silhouetted MFPCM using PRINCALS is 
0.4299, and the average value of the BSS/TSS ratio is 61%, 
while without using PRINCALS, the average value of 
Silhouetted and the average value of the BSS/TSS ratio is 
0.3680 and 42%—comparison of PRINCALS cluster results 
for MFPCM and FPCM methods. Overall, the Silhouetted 
value and BSS/TSS ratio for the MFPCM method is higher 
than FPCM, as shown in Fig. 3. 
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Fig. 3  Average performance of FPCM and MFPCM cluster methods using PRINCALS 

 
The visualization performance of PRINCALS in the cluster 

method is shown in Fig.4. Based on Figure 4, using 
PRINCALS in the FPCM and MFPCM methods can produce 
better clusters because each cluster member appears to have 
less overlap. FPCM and MFPCM, without using PRINCALS 

visually, have more overlap between cluster members. The 
MFPCM  cluster method using  PRINCALS produces the best 
performance compared to other cluster methods because the 
cluster members appear to have the most minor overlap.  

 

 
Fig. 4  Visualization of PRINCALS performance on cluster members using The FPCM and MFPCM methods 

 
 

Based on the best performance of the cluster method, the 
MFPCM method with PRINCALS with 8 clusters is then used 
as cluster analysis to determine the STF classification. Table 
IV shows the results of MFPCM cluster analysis with 
PRINCALS on 8 clusters in descriptive analysis. The results 
of the MFPCM cluster with PRINCALS then calculated the 
average value for each variable of �� to ���. Based on student 
economic data from each cluster member, STF levels 1 to 8 
show the order of tuition fees from lowest to highest.  

The STF level is determined by sorting the STF scores by 
calculating the total result by multiplying the average value of  �� to ��� with the weighted percentage of the determined 
student economic data. Based on Table IV, the lowest single 
tuition fees are at STF Level 1, with 79 students in cluster 2 
and 43 students in cluster 3, with the highest single tuition fees 
at STF Level 8. 
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TABLE IV 
THE AVERAGE VALUE OF EACH VARIABLE FROM EACH CLUSTER 

 

IV. CONCLUSION 

Based on the cluster analysis, it can be concluded that the 
FPCM method using PRINCALS has better cluster 
performance than without PRINCALS. FPCM using 
PRINCALS can increase the average cluster silhouette value 
by 13.58%, and the BSS/TSS ratio can increase cluster quality 
by 28.33%. The performance results of the MFPCM method 
without using PRINCALS have a higher average silhouetted 
value of 3.53% compared to FPCM, but the average BSS/TSS 
ratio decreases by 2.38%. The performance results of the 
MFPCM method using PRINCALS are better than those of 
FPCM using PRINCALS, with an average silhouette value of 
4.44% and an average BSS/TSS ratio increasing by 1.64%. 
The cluster performance is considered valid because the 
average silhouette value is more significant than 0.3. The 
dimension reduction method using PRINCALS can improve 
the performance of FPCM and MFPCM clusters. The 
performance results of MFPCM using PRINCALS have better 
performance because the distance between the clusters is not 
close together, and there is no overlapping of the BSS/TSS 
ratio values, which increases significantly. 
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