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Abstract— Modeling the Classification and Regression Tree (CART) method to identify and address the factors causing stunting can 

significantly aid in reducing stunting rates. Stunting, a chronic malnutrition problem, is influenced by various factors, including poor 

nutrition, repeated infections, inadequate psychosocial stimulation, and low socioeconomic status. Key determinants such as maternal 

education, exclusive breastfeeding, low birth weight, and environmental sanitation play crucial roles in stunting prevalence. Effective 

interventions include improving antenatal care, contraceptive use, and handwashing practices, which have been shown to reduce 

stunting rates by significant margins. Community empowerment through education and socialization, mainly targeting mothers and 

young women, is essential for stunting prevention and management. The CART method can effectively model these multifaceted factors 

by identifying the most significant predictors and their interactions, guiding targeted interventions to reduce stunting rates. By 

leveraging comprehensive data and community-based strategies, the CART method can provide a robust framework for reducing 

stunting and improving child health outcomes. The findings of this study are based on data variables, including gender, exclusive 

breastfeeding, height, and age of toddlers, which are determinants of the accuracy of stunting cases. Analysis of the CART method 

shows results that can be used in decision-making related to stunting data. In 200 cases, 75.5% accuracy was obtained with this method. 

The results of this study provide an overview so that future research can use other, more accurate methods and add more variables to 

the cause of stunting.  
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I. INTRODUCTION

Stunting is a persistent nutritional issue defined by a child's 
height being below the normative standard for their age, 
adversely affecting long-term growth and cognitive 
development. Numerous studies indicate that stunting results 
from the interplay of multiple factors, including maternal 
nutritional status, parenting practices, environmental health, 
and family socio-economic conditions[1]. The frequency of 
stunting in Indonesia remains significantly high and is a 
primary concern in the national health program, given its 
impact on the future quality of human resources[2]. This study 
seeks to examine the determinants of stunting through a 
quantitative methodology and to develop a robust predictive 
model utilizing the CART (Classification and Regression 
Tree) technique. This method was selected due to its capacity 
to manage diverse kinds of variables, including categorical 
and numeric, and its facilitation of straightforward 
interpretation using a decision tree framework. Consequently, 

the elements influencing children's nutritional status can be 
determined more thoroughly. The data was gathered from 
several sources, including anthropometric measures at 
Posyandu and affiliated Health Offices, maternity and child 
health records at Puskesmas, and socio-economic and 
environmental surveys. The project aims to enhance 
comprehension of the primary characteristics contributing to 
stunting and forecast the risk of stunting at individual and 
group levels through CART analysis. The results acquired 
will serve as the foundation for developing more effective and 
targeted policy and intervention measures to reduce stunting. 
The spread of stunting in Medan City is increasingly worrying 
[3].  

A. Data Mining Process

Data mining is a component of KDD (Knowledge
Discovery in Database), which involves converting 
unprocessed data into usable and comprehensible information 
or novel insights [4]. Data mining is systematically extracting 
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valuable information from vast quantities of data. Data 
mining approaches typically serve two primary objectives: 
prediction and description. Data mining is employed to 
describe an object by initially identifying similarities among 
interconnected objects, to uncover patterns such as clusters, 
anomalies, and correlations[5]. Clustering, often known as 
cluster analysis, is a data mining algorithm commonly 
employed to describe an item [6]. Clustering can be 
categorized into two main types: hierarchical and non-
hierarchical. The K-Means technique is widely recognized as 
the most renowned clustering method. Data mining in 
prediction aims to construct a model that can accurately 
forecast the unknown or future value of a specific attribute of 
interest. The attribute to be predicted is generally referred to 
as the dependent variable, class, or target [7]. The factors 
utilized for making predictions are called explanatory or 
independent variables. Two categories of algorithms are 
commonly employed in constructing models: classification 
and regression[8].  

Classification is employed to forecast target variables with 
discrete data types, whilst regression is utilized to forecast 
target variables with continuous data types. The objective of 
classification and regression is to construct a model that 
minimizes the discrepancy between the predicted value and 
the actual value of the target variable [9]. The data mining 
process is a systematic approach to discovering valuable 
patterns, relationships, and insights from large datasets [10]. 
It involves various steps and techniques to extract useful 
information and knowledge from raw data. The data mining 
process is iterative, and it may include going back to previous 
steps to refine the method based on new findings or changing 
goals [11]. 

 

 
Fig. 1  Steps of data mining process 

B. Decision Tree 

Decision trees significantly enhance the accuracy of 
diagnosing and treating stunting by providing a structured 
approach to classify and predict cases based on various factors. 
Their ability to handle complex datasets and identify key 
variables contributes to more effective public health 
strategies[12]. Classification Accuracy Decision trees, 
notably the C4.5 algorithm, have shown promising results in 
classifying stunting cases[13]. In a comparative study, a 
decision tree achieved an impressive accuracy of 99% for 
detecting stunting in toddlers, outperforming other algorithms 
like Naïve Bayes and SVM[14]. Integration with Other 
Techniques The stacking ensemble method, which includes 
decision trees, demonstrated a high accuracy when combined 

with XGBoost and Gradient Boosting[15]. Particle Swarm 
optimization applied to decision trees improves accuracy and 
demonstrates the potential of hybrid approaches[16]. 
Addressing Data Imbalance Decision trees can effectively 
manage data imbalance issues, which is crucial in stunting 
classification, as evidenced by the Random Forest algorithm 
achieving 96.33% accuracy after optimization[17]. While 
decision trees provide a robust framework for stunting 
diagnosis, their effectiveness can be further enhanced through 
integration with other machine learning techniques and 
optimization methods, indicating a promising direction for 
future research and application[18]. 

C. Classification and Regression Trees 

While not explicitly detailed in the provided papers, the 
CART (Classification and Regression Trees) algorithm can be 
compared to other machine learning models used for 
predicting stunting cases based on their performance metrics. 
The studies indicate that Random Forest (RF) consistently 
outperforms other algorithms' accuracy and reliability across 
various contexts. Performance Comparison:  

1) Random Forest: Achieved the highest accuracy rates, 
with 99.95% in one study[19] and 79% in another[13]. It is 
noted for its robustness in handling complex datasets and 
feature selection.  

2) Support Vector Machine (SVM): Demonstrated high 
accuracy (98%) in stunting detection[20], but generally less 
effective than RF in other studies.  

3) Extreme Gradient Boosting (XGBoost): Identified as 
effective in PPH prediction models with a focus on feature 
importance and flexibility. It showed lower misclassification 
rates compared to other models[21].  

4) Logistic Regression and Naïve Bayes: These models 
performed poorly relative to RF and SVM, with accuracies of 
76% and lower, respectively [22].  

While CART could be a viable option, Random Forest and 
SVM are currently preferred due to their superior 
performance metrics [23]. However, the choice of algorithm 
may depend on specific dataset characteristics and 
computational resources. In contrast, some studies highlight 
the potential of simpler models like Logistic Regression for 
interpretability, despite their lower accuracy. This suggests a 
trade-off between model complexity and ease of 
understanding, which may influence practical applications in 
public health interventions [24]. 

D. Key Findings and Comparative Performance of CART 

Previous studies have utilized Classification and 
Regression Trees (CART) modeling to investigate factors 
affecting stunting, mainly focusing on nutritional status and 
growth patterns in children [25]. These studies have provided 
insights into the variables influencing stunting and the 
effectiveness of CART in analyzing such data. The findings 
from these studies highlight the importance of maternal 
education and nutritional behavior, as well as the potential of 
CART in stunting research. A study conducted in Padang City, 
West Sumatra, used CART to analyze factors affecting the 
nutritional status of children aged 6-23 months. The study 
identified mother's education level, knowledge, and 
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nutritional behavior as significant factors. It found that 
children with mothers having lower education levels and poor 
nutritional knowledge were more likely to be underweight 
[26].  

Conversely, in children with mothers having higher 
education levels, poor nutritional behavior was linked to a 
higher prevalence of overweight [27]. CART in Stunting 
Classification. Another study applied CART, among other 
machine learning models, to classify stunting in children 
under five. Although CART was one of the models tested, the 
study found that the Support Vector Machine with an RBF 
kernel achieved the highest accuracy in classifying stunting, 
indicating that while CART is useful, other models may 
outperform it in certain datasets [28]. Comparative Analysis 
of Machine Learning Models. While CART was not the 
primary focus, a comparative study of machine learning 
models for stunting detection included CART as one of the 
models. The study highlighted the effectiveness of K-Nearest 
Neighbors (KNN) over CART, suggesting that while CART 
is a viable option, other models might offer better 
performance in specific contexts[29]. While CART has been 
effectively used in analyzing factors related to stunting, it is 
important to consider that other machine learning models, 
such as Random Forest and KNN, have shown superior 
performance in some studies. This suggests that the choice of 
model may depend on the specific dataset and research 
objectives[30]. 

II. MATERIALS AND METHOD 

The data used is a sample of learning data that is still 
heterogeneous. The sample will be selected based on the 
selection rules and goodness-of-split criteria and the selection 
of disaggregates depending on the type of dependent variable 
[31]. The resulting set of parts from the selection process must 
be more homogeneous than the previous selection. 

A. Classification Tree Formation 

Before selecting the separators using the Gini index, it is 
better to find the gain information of each node using the 
formula as follows: 

 ����� = ∑ ��	|����
���	|���
���  (1) 

The method of selecting sorters in the CART method uses 
the Gini index i(t) which is a measurement of the level of 
diversity of a class of a particular node in the classification so 
that it can help in finding the optimal sorting function. The 
diversity function used is the Gini index, where the selection 
of this attribute will produce a binary tree. The Gini index 
measures the diversity between the probabilities of the target 
attribute values. The Gini Index function is as follows: 

 ���� = 1 − ∑ ���	|�����    (2) 

The characteristics that were chosen will make up a group 
of classes known as nodes. Recursive selection will always 
happen on nodes until final nodes are found. The next step is 
to find the goodness-of-split criterion, which is a measure of 
how well the s-splitter chose t, which is also known as 
reducing variability [32]. This can be done with the following 
formula: 

 ���, �� = ���� − ������� − �� ����� (3) 

The tree formed by the parsing rule and the goodness of 
split criterion is huge because the tree termination is based on 
the number of observations at the terminal node or the degree 
of homogeneity. A large tree size can lead to overfitting, but 
if the tree observations are limited to a certain boundary 
precision, it will lead to underfitting. A feasible tree size can 
be obtained by pruning the tree based on the minimum cost 
complexity measure using the following formula: 

 
���� = ������� !�

| !|��
     (4) 

As long as the goodness-of-split criterion doesn't show a 
big drop in heterogeneity, there is only one observation at 
each child node, or the minimum number of cases in a final 
terminal observation is less than or equal to five (n≤5), then 
node t is a terminal node [33]. The process of making a tree 
will also stop when it reaches a certain number of levels or the 
most profound level possible in the tree. And the process of 
splitting the tree at node t into t_R and t_L applies: 

 "��� > "���� + "���� (5) 

B. Class Label Marking 

Class labelling is the process of identifying each node to a 
particular class. Class labelling is done on terminal, 
nonterminal, and root nodes. However, label tagging is most 
needed at terminal nodes because these nodes are essential for 
predicting an object in a particular class located at this 
terminal node. Marking the class label on the terminal nodes 
is done based on the most significant number rule, i.e. if: 

 ��	|�� = %&'�
()���

(���
 (6) 

C. Determination of Optimal Classification Tree 

Because the data structure described is usually complicated, 
a big tree size will lead to a high complexity value. Because 
of this, it is important to choose an ideal tree that is small but 
can give a small enough replacement estimator value. A 
frequently used estimator is the cross-validation V-fold 
estimate. The cross-validation V-fold estimate is used on data 
that is not large enough < 3000 (less than 3000 data). In the 
cross-validation V-fold estimate, the data in L are randomly 
split into V parts that are not connected to each other and are 
about the same size for each class. A T^v tree is formed from 
the v-th learning sample where v v=1,2,3,…,V. The test 

sample estimator for "�*�
�+�� is as follows: 

 "�*�
�+� = �

(,
∑ -./�+�0+  (7) 

D. Research Design 

This research employs a quantitative methodology with a 
cross-sectional design. Data was gathered from a population 
of toddlers, encompassing socio-economic variables, 
maternal health status, parenting style, and environmental 
conditions. The primary objective is to ascertain the most 
influential factors that contribute to stunting. Multiple 
independent variables were acquired by structured interviews, 
anthropometric assessments, and health documentation. 
Following the data preprocessing phase, the analysis was 
conducted utilizing a decision tree method to forecast the 
stunting status or risk level. The model is produced using a 
training and validation procedure, focusing on accuracy, 
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sensitivity, and specificity. The final outcome is a map of 
essential characteristics accompanied by a predictive model 
that aids in the prevention of stunting. These findings are 
crucial for the development of effective public health policy. 

III. RESULTS AND DISCUSSION 

A. Data Classification 

In this work, we have considered public datasets of four 
categories of causes of stunting, namely, gender, exclusive 
breastfeeding, height, and age of the baby. 

TABLE I 
INDEPENDENT VARIABLES 

Variable Name Variable Scale Category 

X1 Gender Nominal 1. Male 
2. Female 

X2 Exclusive ASI Nominal 1. Yes 
2. No 

X3 Height Nominal 1. Normal 
2. Short 
3. Very Short 

X4 Toddler Age Ordinal 1. 0-12 months 
2. 13-24 months 
3. 25-36 months 
4. 37-48 months 
5. 49-60 months 

 
In Table 1, we can see the independent variables consisting 

of gender, exclusive breast milk, height, and age of toddlers. 
The dependent variable is the Incidence of Stunting, as shown 
in Table 2. 

TABLE II 
DEPENDENT VARIABLES 

Variable Name Variable Scale Category 

Y Incidence of 
Stunting 

Nominal 1. Yes 
2. No 

B. Descriptive Data 

The data used in this study is a sample of stunting data in 
Medan City in 2023. The population in this study is toddlers in 
the Medan City Health Office area, with a random sample of up 
to 200 toddlers who experience symptoms of the factors that 
cause stunting. The sampling technique used was purposive. 
Based on Table 3, it was found that the number of stunting 
incidents was 48 cases (24%) and the number of non-stunting 
incidents was 152 cases (76%), where the factors causing 
stunting studied were exclusive breastfeeding and toddler height, 
which were classified into standard, short, and very short. 

TABLE III 
STUNTING INCIDENCE RATE 

Incidence of Stunting Frequency Percentage 
Yes 48 24% 
No 152 76% 
Toddler Age 
0-12 month 42 21% 
13-24 month 37 18,5% 
25-36 month 35 17,5% 
37-48 month 44 22% 
49-60 month 42 21% 
Exclusively ASI 
Yes 137 68,5% 
No 63 31,5% 
Height 
Normal 56 28% 

Incidence of Stunting Frequency Percentage 
Short 68 34% 
Very Short 76 38% 

C. Data Analysis 

From the data in Table 4, the left and right branch 
candidates were determined based on the variables. 

TABLE IV 
BRANCH CANDIDATE 

Branch 

Candidate 

number 

Left Branch 

Candidate 

Right Branch 

Candidate 

1 Gender = Female Gender = Male 
2 Exclusive 

breastfeeding = No 
Exclusive 
breastfeeding = Yes 

3 Height = {Normal, 
Short} 

Height = Very 
Short 

4 Toddler age < 
average age 

Toddler age > 
average age 

 
Based on Table 4, it can be explained that the left branch 

candidates are female gender, not exclusively breastfed, of 
normal and short height, and age below the average data. In 
comparison, the right branch candidates are male gender, 
exclusive breastfeeding, very short height, and toddler age 
above the average data. To determine the quality of the 
accuracy percentage of the data analysis results, this research 
uses the Weka v 3.9.6 data mining application, as shown 
below. 

 

 
Fig. 2  Accuracy of data analysis 

 
Based on this figure, it can be concluded that the data used 

to form this decision tree is 75.5% accurate (Correctly 
Classified Instances). Furthermore, the results are obtained as 
in the following figure in the training data set process. 

 

 
Fig. 3  Training data set 
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The data obtained is then classified to find the correlation 
of each candidate branch to be formed. This process then 
continues to determine the CART tree which is visualized as 
shown below: 

 
Fig. 4  Decision tree result 

 

It then makes 10 nodes, with one starting node, three inner 
nodes, and 6 terminal nodes based on the classification tree 
that was made. The parser with the highest improvement 
value in the CART Tree is the initial node. In this case, the 
Height Variable becomes the starting node (node 0), where 
Normal height at node one and Short height at node 2 do not 
produce sorters, while Very Short height produces sorters 
based on Male and Female Gender. Then the disaggregation 
based on Male gender produces node 5, which can be 
disaggregated based on Toddler Age, and the disaggregation 
based on Female gender produces node 6, which can be 
disaggregated based on Exclusive breastfeeding to toddlers. 
Toddlers under the age of 17 months who are stunted are 
depicted in node 7, while toddlers over 17 months who are not 
stunted are depicted in node 8. Toddlers who are exclusively 
breastfed and do not experience stunting cases are depicted in 
node 9, and toddlers who are not exclusively breastfed and 
experience stunting are depicted in node 10. 

IV. CONCLUSION 

From the decision tree, the main distinguishing factor for 
the final classification (stunting vs. not stunting) appears to be 
a child’s Height. If the child’s height is Normal, the outcome 
is No, indicating no stunting. Likewise, if the child’s height is 
Short, the classification remains No. However, if the child’
s height is Very Short, the model then splits on Gender: Male: 
Next split is on Age. If Age ≤ 17 months, the final 
classification is Yes (indicating stunting). If Age > 17 months, 
the classification is No (not stunting). Female: Next split is on 
Exclusive_breastfeeding. If exclusive_breastfeeding = Yes, 
the classification is No (not stunting). If 
exclusive_breastfeeding = No, the classification is Yes 
(stunting). Thus, the tree highlights that among Very Short 
children, being male and younger (≤ 17 months) is more likely 
associated with stunting, whereas for girls, not receiving 
exclusive breastfeeding is linked to stunting. Overall, height 
is the foremost predictor, followed by gender, age, and 
exclusive breastfeeding in determining stunting status.  
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