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Abstract—This study studies metaverse-based field evidence management devices and methods. This is done by analyzing events that 

occur within the metaverse space. This relates to a metaverse-based field evidence management device and method that can collect and 

manage evidence in an integrated manner. Metaverse refers to a virtual world that transcends reality. The metaverse-based field 

evidence management method is a step of collecting images in the metaverse space, analyzing the types of accidents that occur at the 

scene of an incident, and analyzing the behavioral characteristics, subjects, and objects that correspond to the kinds of accidents. In the 

case of fire scenes, there are many difficulties due to police control. To prepare for such cases, check and analyze scan data. Evidence 

at the fire scene can be preserved and confirmed even after the scene has been cleaned up. This is to create a system where experts in 

each field can jointly investigate and discuss in the metaverse space. In addition, real-world users use avatars within the metaverse 

space as their alter egos. We can perform various activities with our avatar in the metaverse space.  Meanwhile, avatars operating in 

the metaverse space are controlled by users in the real world, and users can commit criminal acts within the metaverse space through 

avatars. In addition, it enhances field preservation and evidence analysis by creating 3D sites for incidents and accident sites, increasing 

the collaboration of experts and the efficiency of forensic science in the virtual space. With the acceleration of digital transformation, it 

can contribute to fostering a practical AI technical workforce that can be put into the field. 
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I. INTRODUCTION

Analyze the events within the metaverse space to collect 

evidence about them. It is to provide metaverse-based on-site 

evidence management devices and methods that can be 

integrated and managed. Metaverse-based on-site evidence 

management devices, with the image acquisition department 

that collects images in the metaverse space, analyze the types 
of accidents that occur at the incident scene, the behavioral 

characteristics that respond to the kinds of accidents, and the 

subject and object. Based on this, the learning department that 

learns the characteristics of the incident scene will select the 

incident scene video that includes the characteristics of the 

incident scene from among the videos in the metaverse space. 

Record the status information of the incident scene on the 

video of the incident scene. It can include a control unit that 

creates and stores virtual spaces [1], [2].  

The control unit contains various types of files and images 

in virtual space. Create an object that provides embeddable 
space, and we can record the status information of the incident 

scene on the object. The metaverse-based on-site evidence 

management device contains a communications department 

that communicates with the electronic map server. The control 

unit is where we can transmit the location information of the 

incident scene video to the electronic map server if we select 

Incident Scene Footage. Control the communication 

department to receive detailed geographic information 

corresponding to location information from the electronic 

map server. Detailed geographic information can be reflected 

when creating a virtual space. The learning department tracks 

at least one of the behavioral characteristics and subject/object 
in real-time; based on this, it is possible to learn the likelihood 

that the characteristics of the scene of the incident will occur. 

If the control unit is likely to have an incident scene 

characteristic, predict when and where the scene of an 

incident will occur. It is possible to generate video footage of 

the incident scene in response to the location.  

Metaverse-based field evidence management has some 

methods. The stage of collecting images in the metaverse 

space, Analyzing the types of accidents that occur at the scene 

2098



of an accident, and analyzing the behavioral characteristics 

and subjects and objects that respond to the kinds of accidents. 

Based on this, the characteristics of the incident scene and the 

videos in the metaverse space are included in the stage of 

learning the characteristics of the incident scene. This is the 

process of selecting footage of the scene of the incident and 

analyzing the video of the incident scene to analyze the status 

information of the incident scene. Also, it creates a virtual 

space that records the status information of the incident scene 

in the crime scene's video, and we can include steps to save.  
This study consists of the theoretical background, the 

study's design, and the study's results. First, based on the 

existing research, we established a method of managing 

evidence at a crime scene through avatars. The research 

methods for verification are as follows. First, through avatars, 

behavioral characteristics, and subjects on the metaverse 

platform, track at least one of the objects in real-time; based 

on this, it is possible to learn the possibility of the occurrence 

of incident scene characteristics. Second, evidence of the 

accident should be collected through avatars. Creating and 

storing a virtual space where evidence is preserved is possible. 
Third, metaverse-based field evidence management devices 

can include a communications department communicating 

with an electronic map server [3]. Fourth, the virtual space 

and communication functions are Text, voice, video, etc., 

which can be used to communicate with user terminals or 

management servers. 

II. MATERIALS AND METHOD 

A. Methodology 

1) Methodology on-site evidence analysis integrated 

management system: In the intact era, offline activities such 

as work, leisure, and communication are moving to the virtual 

space. Second Life, Minecraft, Zepeto, etc. In the virtual 

space, where games and social activities are the mainstay, 

commercial activities such as actual education, training, 
conferences, and events and exhibitions are being added. 

Facebook, Apple, Microsoft, etc. In Fig. 1 and 2, Large 

multinational corporations have been paying attention to the 

potential and industrial and social impact of this complex 

reality since the industry's early days. They continuously 

expand their efforts to create an ecosystem to preempt the XR 

market [3], [4].  

 
Fig. 1  Microsoft HoloLens2 

 

 

Fig. 2  Apple Glass 

The key driving force for the development and growth of 

the augmented reality and virtual reality market is out of the 

hands of the private consumer. As other new technologies 

have been, companies will have more significant momentum 

when they improve productivity and innovate. When these 

new technologies enter the corporate field, software solution 

providers, developers, and domain technical experts can work 

together to improve productivity optimally. Both the 

technology solution provider and the user are in dispute about 

the market potential. Many Fortune 500 companies have 
already begun adopting extended reality technology. Some of 

them have already started pilot projects. In this situation, an 

intelligent enterprise would have virtual and augmented 

reality technology that can have the most optimized impact 

and effect on a company's business area. As well as the 

fastest-changing companies in the information and 

communication sector. Automotive, manufacturing, media, 

and other leading companies must understand how to deliver 

measurable results of virtual/augmented reality [5]. 

2) Purpose of designing an integrated on-site scanning 

management system: Fig. 3 scans the exterior of the fire scene 
to give an overall picture of the accident site. In addition, even 

if the fire scene is demolished, the scan data can be restored 

to identify the scene.  

 
Fig. 3  Scanning the Exterior of the Fire Scene 

 

In the case of Fig. 4, evidence from the scene of the fire can 

be preserved. It can be checked even after the site clearance. 

This is because experts in each field will work together in the 

metaverse space to create a system that allows for 

investigation and discussion.  
 

 
Fig. 4  Fire Scene Evidence 

 

Fig. 5 allows us to scan and take images simultaneously. 

The shooting data from the photo can be converted to the 

black-and-white scan data. Carbonization depth analysis is 

possible. As a future research item, a function is expected to 

be necessary to verify and analyze the cause of the fire.  
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Fig. 5  Black & White Scan Carbonization Depth Analysis 

3) 3D scanner metaverse technology: The metaverse 

system of the 3D scanner scans the entire site and converts it 

into data. The site has been preserved so that it can be checked 

without going to the site. In the case of the fire scene, there 

were many difficulties due to the control of the police. In such 

cases, the scan data can be checked and analyzed. In addition, 

even if the evidence is removed, it can be verified with 

previously scanned data. We can check only the part of the 
fire scene we want to check using Clopping. Even if it is a 

high-rise building, we can check the cross-section of the floor 

we want to see. Image taking is also automatically performed 

while collecting scan data, making it easy to check the site. It 

was designed to enable a prismatic scientific investigation by 

experts to conduct a joint investigation. The domestic 

metaverse industry is facing the non-face-to-face era. As the 

usefulness of XR is highlighted in the domestic sector, XR is 

expanding beyond entertainment and tourism to various fields 

such as education, medical care, manufacturing, distribution, 

culture, and defense. With the expansion of the metaverse 
market area, Korea's leading metaverse platform service, 

NAVER's ZEPETO, and SKT's Ifland's platform technology 

are also based on mobile environment activities. Service 

advancement is in progress to advance into the virtual world 

of various environments [5], [6].  

a. Metaverse in Education:  

In the aftermath of the spread of COVID-19, as online 

education has become prolonged, the need for an effective 

non-face-to-face lecture system increases, and the demand for 

creating immersive virtual learning environments is rising. 

Various domestic companies such as Thirty Floor, Brany, 

Darim, and Saline are launching virtual education systems 

using VR. At Hanyang University, a full-size professor who 

is implemented with HR gives lectures to students in multiple 

classrooms simultaneously. It provides the development and 

service of interactive remote lectures where questions can be 

answered. The usage rate of XR content for experiments and 
practice provided by Emergency Education has increased 

about ten times compared to before March 2020, when 

COVID-19 spread. Fig. 6 is used as an alternative to solve the 

demand for face-to-face experiences that are difficult to 

conduct due to concerns about COVID-19 infection [7]-[9]. 

 

 

Fig. 6   Metaverse in education   

b. Metaverse in Healthcare:  

Fig. 7 shows that the metaverse is mainly used for medical 

training and rehabilitation treatment in Korea and the medical 

field. Tetra Signum has developed a non-face-to-face medical 

education platform that has improved the domestic virtual 

education platform into surgical educational content. By 

conducting remote lectures and discussions in which doctors 

from 8 countries participated, including Japan, Singapore, and 

the United Kingdom. Recently, when overseas personnel 
exchange is limited, it proposes a new alternative to medical 

information exchange. The Near Wellness Center uses VR 

and hand gesture recognition devices to improve cognitive 

functions in people at high risk of mild cognitive impairment 

and dementia. We intend to develop cognitive rehabilitation 

content that enhances visual perception function and physical 

rehabilitation content for patients with brain injury. 

 

 
Fig. 7  Metaverse in Healthcare   

c. Manufacturing Metaverse:  

Fig. 8 shows that XR is a remote web-up solution that 

connects on-site workers and remote experts in the domestic 

manufacturing industry. Field workers can access remote 

experts via AR glasses or smartphones. We can share the on-

site situation in real time and receive the support we need to 

solve the problem. Korea East-West Power, Formit, and E-

Lantaek are solutions that can safely provide job training in a 

virtual training environment using VR to respond to specific 

on-site situations such as disasters and facility failures. 
Augmented Intelligence's industrial AR navigation platform 

provides work guides in smart factories and aircraft 

maintenance/facilities. 
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Fig. 8   Manufacturing Metaverse   

d. Defense Metaverse:  

Due to cost and safety concerns, the use of XR was low; 

recently, in the wake of COVID-19, reservist call-up training 

has been switched to remote; in the field of national defense, 

the development and introduction of training systems that can 

maintain power even in non-face-to-face situations is 

expanding. Fig. 9 shows the cost of building a VR urban 

combat training system, an actual urban combat training ground. 
We can train for much less money. Regarding safety, using XR-

based video shooting-based simulators can reduce the risk of 

firearm accidents. This means that VR drop training simulators 

can also help reduce the risk of actual drop training [8], [9].  

 

 
Fig. 9  Defense Metaverse   

B. Research method  

1) Metaverse-based Field Evidence Management Device: 

The video acquisition part collects images in the metaverse 

space. It determines the type of accident at the incident scene 

and analyzes behavioral characteristics, subjects, and objects 

that correspond to types of accidents. Based on this, Fig. 10 

shows that the learning part learns the characteristics of the 
incident scene. Select the incident scene video that includes 

the above incident scene characteristics from among the 

images in the metaverse space. Analyze the incident scene 

video and analyze the incident scene status information. It 

consists of a control unit that creates and stores a virtual space 

that records the incident scene status information in the 

incident scene video [10], [11].  

For the operation and management of incident and accident 

evidence data such as the Fire Department, etc. The search is 

mainly for the API function of the electronic map to improve 

system design and development technology; it is designed to 
be related to the display of broad search, address search, 

coordinate transformation, tilemap, etc. It provides a space 

where various files or videos can be embedded in a virtual 

space. It is to create an object and record the status 

information of the incident scene on the object [12].  

 

  
Fig. 10  Electronic Map API Linkage Test Results 

 

A variety of conventional methods can be used to detect 

human behavior. Specifically, direct recognition methods and 

statistical methods may be used. The direct recognition 

method uses the shape of the human image, the angle of the 

joint, and the physical characteristics such as the distance 

between each other. After comparing, testing, and measuring 

according to the rules, a person's behavior is judged from this. 

Statistical methods can detect human behavior based on pre-

trained algorithms. In other words, the unique characteristics 
of human behavior are converted into data. It is a method of 

comparison and analysis with many prepared databases (the 

shapes of people and other subjects or objects).  

In particular, human behavior can be detected according to 

pre-trained algorithms, such as MLP (Multi-Layer 

Perceptron) and SVM (Support Vector Machine). Or, through 

motion modeling, etc., a person's movement can be identified 

from the recorded image. In this case, motion modeling is an 

analysis process that converts human movements into digital 

information for processing, processing, and transmission, and 

one of the Active Shape Modeling (ASM) and Active 

Appearance Modeling (AAM) techniques can be used. 
Train an artificial neural network model based on 

supervised learning. The artificial neural network model 20 

uses input training data of behavioral characteristics. It is 

trained based on a pair of output training data of incident 

scene characteristics. The purpose of this study is to describe 

the construction of the virtual space created by the metaverse-

based field evidence management device. Metaverse-based 

field evidence management devices: It is possible to create 

and save a virtual space that records the incident scene status 

information in the incident scene video. The virtual space can 

be displayed on the user's device or management server.  
The virtual space can be linked to the geospatial 

information system for on-site analysis and data 

accumulation. Here, the Geographic Information System 

(GIS) digitizes the geospatial information of the entire 

country and creates a digital map. It is a high-tech information 

system that aims to be used for disaster, environment, 

facilities, national space management, and administrative 

services through various information and communication 

technologies. Virtual space comprises spaces, objects, and 

avatars [11]. The space can be conFig.d to allow for layout 

design based on the desired concept of the site. In addition, it 

can be designed to allow for various zoning within the space.  
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A space can be composed of 2D images or 3D images. In 

addition, the space is Augmented Reality. AR), Virtual 

Reality (VR), or Mixed Reality (MR). According to one 

embodiment, behavioral characteristics, subjects, and objects 

that need to be collected as evidence can be embodied as 

virtual information. Objects can provide a variety of 

embeddable sub-spaces in a space. For example, the sub-

space provided by an object can contain Word files, ppt files, 

images, videos, etc [13]-[15]. 

Avatars exist within the metaverse space and alter users' 
egos in the real world. Users can perform various activities 

with their avatars in the metaverse space. In this case, the user 

can move freely by the avatar in the metaverse space based on 

the mouse. In addition, it is designed to allow for various 

interactions between people or within a space. Virtual space 

has a communication function. The communication function 

uses text, voice, video, etc., to communicate with the user 

terminal or management server. It can carry out various forms 

of communication [6], [16]. 

This study is an example of a virtual space created by a 

metaverse-based field evidence management device. The 
metaverse-based field evidence management device can be 

linked with an electronic map server to create a virtual space 

that reflects detailed geographic information. The application 

server of the metaverse-based field evidence management 

device can communicate with the electronic map server [13]. 

In this case, the application server sends the location 

information of the incident scene image to the electronic map 

server when the incident scene image is selected. Control the 

communication department (unknown city) to receive 

detailed geographic information corresponding to location 

information from the electronic map server. Detailed 
geographic information can be reflected when creating a 

virtual space. To this end, the application server focuses on 

the API function of the electronic map. Actions related to 

displaying search, broad search, address search, coordinate 

transformation, tilemap, etc., can be designed. An example is 

shown in Table 1 below [17], [18].  

TABLE I 
API FUNCTIONALITY OF ELECTRONIC MAPS 

Major 

Classification 
Subcategories Explanation 

Autocomplete search word Search term ranking 

information 

POI search POI POI information retrieval 

POI Category POI Retrieving 

classification information 

Broad match ExtentionSearch Search for extended 

content 

Address Search  Administration Retrieving administrative 

boundary information 

Geocoding Search for coordinates of 

old → new addresses. 

Reverse 

Geocoding 

Search for old → new 

addresses through 

coordinates 

Coordinate 

Transformation  

Projection Coordinate 

Transformation 

Tile Map TileMaps Tile image map 

 

Site preservation and evidence analysis according to the 

creation of the 3D scene of the accident site: Train an artificial 

neural network model based on unsupervised learning. Fig. 11 shows 
that based on unsupervised learning, only input data is entered 
without using output data. Artificial neural network models can be 

trained. The artificial neural network model consists of behavioral 
and incident scene characteristics [19], [20]. It can be learned based 
on the labeled input training data (Behavioral Trait N-Event Scene 
Trait N).  

 

 

Fig. 11  API linkage test results 

 
2) Metaverse-based Field Evidence: It Occurs under the 

jurisdiction of the Fire Agency, the National Police Agency, the 
Electrical Safety Corporation, and the Ministry of National Defense 
(Army, Navy, Air Force). Based on a detailed incident record, the 
on-site evidence analysis management system is not a dedicated 
program [21], [22]. Document management programs such as 
Hangul Word, MS Word, PowerPoint, etc. are used. There are 
limitations in management: in close relation to the scene of a fire or 

a crime, temporary storage, and management of open issues (on-site 
storage or maintenance issues), which is required to build a system 
that requires solutions to solve social problems. If it is a fire incident 
disguised as a crime, the cooperation of the National Police Agency 
and the Fire Agency is required. There is a need for an integrated 
solution for collecting 3D-based field evidence. In Fig. 12 and 13, 
multiple experts can access the site simultaneously and provide their 
opinions, thereby inducing the advancement of judgment [23]-[25].  

 

 

Fig. 12  Virtual Space VR Composition Blueprint 

 

 

Fig. 13  2D Avarta 
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Fig. 14  Asset Import 
 

Fig. 15  Asset Import 
 

Fig. 14 and 15 show 2D Assets 2D Avatar, leading the 

innovation of Korea's digital content business. This is to make 

it easier for online users to use the content, such as user 

convenience, system compliance, customer care, etc. Enhancing 

external credibility by receiving content provision service quality 

certification is expected to not only inspire but also greatly affect 

directory books and related services [26], [27].  

3) Metaverse platform linkage and system construction: The 

3D scanner uses laser sensor technology to scan with high 
accuracy (±1mm@10m) and range. It has a fast scanning 

speed of over 2,000,000 pts/sec and a low noise range 

(0.1mm@10m). It identifies multiple areas to be scanned 

through the Scan Group function to detect targets accurately. 

While collecting data from the fire scene, we want to use it to 

register the data in real-time. The system is certified to IP 54 

and is designed to be used in difficult weather conditions of -

20°C ~ 55°C. With its compact size (230 x 183 x 103 mm) 

and weight (4.2 kg including battery), it uses an interface 

commonly used in standard CAD systems. Fig. 16 shows the 

3D modeling, rigging, UV mapping, and texturing work that 

constructs the metaverse space. By linking the open platform 
client and the game engine, we create a customized interaction 

function that can realize the overall direction of the service. 

Improving the collaboration of experts and the efficiency of 

forensic science in the virtual space, Metaverse 3D world 

construction technology linked to GIS technology will be 

enhanced to develop devices [28]-[30]. 

 

 
Fig. 16  3D modeling of the metaverse space 

III. RESULTS AND DISCUSSION 

In this study, we seek to secure and utilize technology to 

build a metaverse service-based system using extended reality 

(XR) technology. The research purpose of the Metaverse field 

analysis management system is to expand the application 

areas of Metaverse extended reality technology.  Create a 3D 

scene of the accident site to improve and utilize site 

preservation and evidence analysis work. By scanning the 

entire site and documenting it, the site is preserved and can be 

checked without going to the site. This can be confirmed with 

previously scanned data even if the evidence is removed. It is 

possible to automatically acquire images while collecting 

scanned data (accessible to confirm on-site). In virtual space, 

the value of use can be increased, such as collaboration 

between experts and improved scientific investigation 

efficiency.  

Prism-type scientific investigation is possible through a 

joint investigation by experts. Clopping allows us to check 

only the parts we want to check. It was designed so that it is 

possible to check the cross-section of the floor we want to see, 

even in a high-rise building. Therefore, the metaverse system 
proposed through more in-depth research in the future will be 

used, as well as fire detection by the National Fire Agency and 

investigation into the cause of the fire by the National Police 

Agency. It was designed to enable joint response and 

confirmation based on scan data from the fire scene.  

 

 
Fig. 17  Virtual space law 

 

Fig. 17 is a web reporter that distributes various functions 

to the digital output system in conjunction with the metaverse 

as a virtual space law. This can be printed after editing tables, 

photos, and drawings. In addition, multiple pages can be 

output in A4 size for each function. Components can be 

provided and integrated by function, and conversion and 

production in various formats such as Korean, PDF, and JPG 

are possible.  
 

 
Fig. 18  Field evidence analysis integrated management system object 

 

 

  

Fig. 19  On-site evidence analysis integrated management System 
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Fig. 18 and 19 above show the integrated management 

system. The virtual space was designed to enable layout 

design according to the desired concept of the site. It was 

designed to allow various zone settings within the virtual 

space. Objects provide various embeddable spaces (Word, ppt, 

images, videos, etc.) in the virtual space. In addition, all 

activities and performances are possible with an avatar in the 

space. It is designed to move freely, using a mouse, and allows 

various interactions between people and within the space. The 

communication function of the system can be used through 
text, voice, and video. It was designed to enable various forms 

of communication and various zone settings within the virtual 

space. 

IV. CONCLUSION 

In this study, we developed a metaverse-based field 

evidence management device as an image acquisition unit that 

collects images in the metaverse space. We aim to analyze the 
types of accidents that occur at the scene of an incident and 

the behavioral characteristics, subjects, and objects that 

correspond to these types of accidents. Based on this, an 

incident scene video containing incident scene characteristics 

is selected from among the images in the learning unit and the 

metaverse space that learns incident scene characteristics.  

Analyze incident scene status information by analyzing 

incident scene video; incident scene video may include a 

control unit that creates and stores a virtual space in which 

incident scene status information is recorded. Avatars active 

in the metaverse space are controlled by users in the real 

world. Users can commit criminal acts within the metaverse 
space through their avatars.  

In addition, creating 3D scenes of incidents and accidents 

improves site preservation and evidence analysis tasks. It also 

increases collaboration and forensic investigation efficiency 

among experts in virtual space. As digital transformation 

accelerates, it can contribute to nurturing a practical AI 

technical workforce that can be deployed in the field. 
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