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Abstract—Object detection is an essential field in computer vision. Building an object detection model requires specific categories during 

training: classes. This study aims to analyze the effect of the number of classes on the evaluation metrics obtained from detection model 

training. The dataset consists of ten classes, each containing one hundred images of size 416 x 416 pixels.  The detection model is trained 

using the YOLOv5 model with one hundred epochs and a batch size of 16. Testing is done five times with the number of classes 

increasing gradually, namely two classes, four classes, six classes, eight classes, and ten classes. The test results in evaluation metrics, 

namely precision, recall, mAP@0.5, mAP@0.5:0.95, and training time, were analyzed and compared. The analysis shows that the 

number of classes significantly affects the accuracy of the evaluation metrics. Training a model with eight classes gives the best accuracy 

results with a precision of 75.5%, recall of 62.5%, mAP@0.5 of 71.2%, and mAP@0.5:0.95 of 35.5%. Meanwhile, training the model 

with two classes produced the lowest results, and training with 10 classes decreased compared to eight classes. A non-linear analysis 

relationship was also observed, as using ten classes slightly reduced the matrix value while maintaining efficiency in training time. This 

concludes that increasing the number of classes does not necessarily improve accuracy, and the optimal class configuration needs further 

consideration. These findings highlight important considerations for optimizing object detection models using YOLOv5 and contribute 

to future development. 
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I. INTRODUCTION

Object detection using computer vision has recently gained 
widespread attention due to its transformative applications in 

various fields. Object detection is a branch of computer vision 

used to detect an object in an image or video, which has been 

categorized into several predefined classes [1]. These 

categories represent specific labels that are trained into the 

detection model. One of the most popular object detection 

developments is YOLO. Joseph Redmon first proposed 

YOLO (You Only Look Once) [2], saying that YOLO is a 

technique that uses a fixed grid detector system with artificial 

neural networks to detect an object with processing that 

requires the shortest possible time [1]. YOLO is an accurate 
time detection algorithm that is very easy to develop. YOLO 

has several architectural models, one of which is the YOLOv5 

model. YOLOv5 is a further development of the YOLO 

architecture model series for real-time detection and is famous 

for its effectiveness and accuracy [3]. YOLOv5 has surpassed 

previous versions of YOLO and competing detection models 

in terms of F1 scores and performance metrics [4]. These 

evaluation metrics typically include F1-score, precision, 

recall, mAP@0.5 and mAP@0.5:0.95 [5], which are obtained 

through training data using specific classes. The accuracy of 
the obtained values is affected by several factors, such as the 

diversity of the data set, the quality of the annotations, and the 

composition of the classes  [6], [7]. 

The YOLOv5 model is specifically chosen for its real-time 

detection capability [8], adaptability [9], and comprehensive 

performance [10], in handling various data sets. Compared 

with other detection models, such as CNN [11], Faster R-

CNN or SSD [12], YOLOv5 balances computational 

efficiency with precision [13], making it ideal for this study. 

This research aims to analyze the effect of the number of 

classes on the performance of the resulting YOLOv5 object 

detection model. The focus of this research includes exploring 
the relationship between variations in the number of classes 

that are incrementally increased starting from two classes, 
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four classes, six classes, and ten classes, with the values of 

evaluation metrics such as precision, recall, and mAP@0.5, 

and mAP@0.5:0.95. This research also aims to identify the 

optimal number of classes that produce the best evaluation 

metrics and evaluate the impact of the number of courses on 

training time to understand the efficiency of data processing. 

This research is expected to provide insight into how 

variations in the number of classes affect object detection 

performance, which can be used as a guide in dataset design 

for practical applications. Furthermore, the results are 
expected to serve as a foundation for future studies on the 

effect of dataset configuration on the performance of object 

detection models. 

A. Literature Review 

One model of object detection that is very popular lately is 

YOLO. [7], with one of the development series being 

YOLOv5. Object detection in YOLOv5 can be done by 

training a specific dataset. The results of the dataset training 
are in the form of evaluation metric values [5]. The evaluation 

metric value is influenced by many factors, namely the 

number and diversity of datasets used, as well as the 

annotation tools used to label datasets that will be used to train 

object detection models using YOLOv5 [14]. Other research 

states that the factor that affects the value of evaluation 

metrics is the image size in the dataset used, where generally, 

the size used is 416 x 416. In addition to the size of the image, 

the study also said that the number of epochs, learning rate, 

and number of batches when training the dataset can affect 

how well the model can learn from existing data, and these 

results are displayed on evaluation metrics [6]. Further 
research states that the factor affecting evaluation metrics is 

class imbalance. The imbalance in question is that there is one 

of several classes that has a more significant number than the 

other classes, so that when data training is carried out, the 

model will work well on the majority of the data and work 

poorly on the minority of the other data [15]. 

This research will discuss the factors affecting evaluation 

metrics in the form of precision, recall, mAP@0.5, and 

mAP@0.5:0.95 by considering the influence of the number of 

classes trained into a detection model. In addition to using the 

number of classes factors, the research will apply the data 
model training method using a data image size of 416 x 416 

and an epoch of 100 times. 

B. YOLO (You Only Look Once) 

The architectural model was first introduced in 2015 by 

Joseph Redmon [2] has undergone very significant model 

development in various studies conducted [16]. YOLO works 

to accomplish object detection through a single network, 

unlike F-RCNN, which produces two separate outputs: 

classification for probability and regression [17]. 
YOLO has three parts: backbone, neck, and head [18], [19]. 

The backbone is a Convolutional Neural Network (CNN) that 

is used   to extract and combine features, but in other studies, 

the backbone uses CSPDarknet53 and integrates the RFE 

module at layer P5 to perform multiscale fusion [20]. Neck is 

a feature extraction to optimize object detection from small, 

medium, to large; this feature is pyramid-shaped and serves to 

help the model perform better generalization and scaling in 

object detection [21]. The head is the final part of detection 

that serves to apply anchor boxes to features and produce final 

output in the form of class probabilities, object-ness scores, 

and bounding boxes [21], [19]. 

The architecture of the YOLO model divides the original 

image into small sections of N x N grids with equal division, 

where N is the classes of objects.[22] to be detected and is 

responsible for detecting bounding boxes [23]. The 

architecture of the YOLO model is shown in Figure 1 [22]. 

 

 
Fig. 1  YOLO Model Architecture 

Figure 1 shows the final output of the YOLO network as a 
7x7x30 prediction tensor, with an initial convolution of 1x1 

applied to the channel output values. Next is a 3x3 

convolution applied to generate the cubic output [22]. YOLO 

uses a ReLU (non-linear) activation architecture and linear 

activation for the output layers [15], [24]. 

C. Classes 

Classes in object detection are categories or labels that 

represent objects that the model wants to detect [25]. Put, 

classes are specific categories or labels that the model will 
learn to be able to detect objects against these classes [17], 

[26]This research will use classes as a factor to determine the 

diversity of accuracy levels and evaluation metrics results 

obtained from the data model training conducted. This 

research will use 10 classes: chicken meat, beef, tilapia, 

mackerel, catfish, eggs, shrimp, tofu, and Tempe. The ten 

classes will gradually be trained in a data model. The 

evaluation metrics obtained will be analyzed, and each data 

training model will be compared. 

D. Accuracy and Precision 

The developed YOLO model series focuses on detection 

speed and accuracy [17], [27]. The increase in accuracy is 

influenced by the number of iterations [28] used so that the 

model can learn how to detect the data. The YOLO series has 

two accuracies: AP (Average Precision) and mAP (Mean 

Average Precision). AP is the average value of precision [29], 

AP is the area under the Rγ and Pγ curves by varying the value 

of the parameter γ [26], while mAP is a comprehensive metric 

used to evaluate the accuracy of object detection models [30]. 

mAP is the average value of AP, which is calculated 
separately for each class based on recall and precision [26]. 

Precision is calculated using Equation 1. 

� = ��
�� + ��  � 100% (1) 

True Positives (TP) in Equation 1 is the number of correctly 

detected targets, while False Positives (FP) is the number of 

backgrounds that will be detected as targets [4], [31]. The AP 
and mAP values are obtained using Equations 2 and 3: 
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N in Equation 3 is the number of categories or the number 

of classes [31], [32]. 

E. Recall 

Recall is the ratio of real positive detections to total actual 

positives [30].  Recall is the ratio of detected objects that are 

relevant to be retrieved in the image [33]. Recall can be 

calculated using Equation 4. 

� = ��
�� + ��  � 100% (4) 

False Negatives (FN) in Equation 4 serve to indicate the 

number of targets that will be detected as background [31], [33]. 

F. F1 Score 

The F1 score in object detection serves as an evaluation 

indicator. F1 score is the average harmonic value of precision 

and recall [34], which provides a comprehensive evaluation 

of the performance of the model [35]. F1 score has a 

calculation equation that can be seen in Equation 5. 

�1 � ����� = 2 � � � �
� + �  (5) 

The F1 score in Equation 5 will calculate the value obtained 

from precision and recall. 

II. MATERIALS AND METHODS 

This research involves several significant steps, starting 

with collecting datasets, cleaning data, annotating data, and 

performing image preprocessing to train data into YOLOv5 

models. It will then focus on the effect of using the number of 

classes on the value generated by the evaluation metrics. 

A. Dataset 

The dataset is a collection of data objects that represent data 

and their relationships with a similar structure [15]. The 

research will use a 100-disk dataset for each class. Figure 2 

shows sample examples of the dataset used in this research. 

 

 
Fig. 2  Sample Dataset 

 

This research will use as many as ten classes to see the 

effect of the evaluation metrics results obtained, with the 
image data size used at 416x416 pixels. The analysis will be 

carried out by training the data model 5 times. Data model 

training will be carried out with two classes at the beginning. 

After completing the model training and obtaining evaluation 

metrics results, the data model will be retrained by adding two 

new data classes. The process will continue to be repeated 

until 10 classes are fulfilled. The evaluation metrics results 

obtained through five times of data model training will be 

analyzed and compared across each evaluation metric's data. 

The data model training in this study will use an epoch one 

hundred times and a batch size of 16. This study does not 

utilize augmentation in conducting data training models, 

aiming that the evaluation metrics are pure results from the 

datasets used in data modeling. 

B. YOLOv5 

YOLOv5 is a version of the YOLO model used for further 

object detection research and development. YOLOv5 is a 

single-stage detection model capable of detecting objects 

without an initial step, as in the case of two-stage detectors, 

which use an initial stage where important regions are then 

classified to check if objects have been detected in those areas 

[36]. The neck of the YOLOv5 applies the modified SPPF and 

CSP-PAN, while the head applies a structure that resembles 
the YOLOv3 [27]. YOLOv5 is the YOLO series that started 

to shift and switch frameworks from Darknet to Pytorch [17]. 

The architecture of YOLOv5 itself uses CSPDarknet53 

[37] with SPP structure as backbone, PANet as neck, and 

YOLO as head [38]. The architecture of YOLOv5 can be seen 

in Figure 3 [17]. 
 

 
Fig. 3  YOLOv5 Architecture 

 

The architecture of YOLOv5 in Figure 3 consists of a 

backbone, neck, and head [39]. As mentioned in YOLOv5, 

the backbone uses CSPDarknet53 [38], [37], which has been 

previously modified with a stem [17] to perform 

convolutional layers that extract features [30] in the image to 

be detected. Spatial Pyramid Pooling Fast (SPPF) speeds up 

computation and feature merging with a predetermined fixed 

size [40]. Convolution has a form of normalization in each 

batch [41] owned and activated through SiLu [40]. The SPPF 
is used as a neck function [17] in the YOLOv5 architecture 

with the addition of a modified CSP-PAN [42], while the head 

[17] has a similar structure to YOLOv3 [43]. 
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III. RESULTS AND DISCUSSION 

This research compares the effect of various class sizes on 

the accuracy of the evaluation metrics generated by the object 

detection model. Evaluation metrics such as precision, recall, 

mAP@0.5, mAP@0.5:0.95, and training time are further 

analyzed and detailed. The dataset, consisting of 100 sample 
classes for a total of 10 classes, was trained with controlled 

parameters: image size (416 x 416 pixels), epoch (100), and 

batch size (16). The training was performed on Google 

Collab. 

The first analysis conducted is the effect of 2 classes on the 

accuracy level of the evaluation metrics. The classes used are 

beef and chicken. The results of the data training into a 

detection model can be seen in Table 1. 

TABLE I 

 RESULTS IN EVALUATION METRICS FOR TWO CLASSES 

Evaluation Metrics Results 

Precision (%) 59.5 
Recall (%) 52.8 

mAP@0.5 (%) 54.3 
mAP@0.5:0.95 (%) 19.3 
Training Time (seconds) 299 

 

Table 1, the results of training on two classes (beef and 

chicken) resulted in low metric values, with a precision of 

59.5% and recall of 52.8%. mAP@0.5 was 54.3%, and 

mAP@0.5:0.95 was 19.3%. These results reflect the 
limitations in model generalization when the number of 

classes is minimal, leading to suboptimal learning and high 

detection error rates. The training time is short, at 299 

seconds. 

The second analysis adds two new classes, catfish and 

tilapia, so the total number of classes to be trained becomes 

four: beef, chicken, catfish, and tilapia. The four classes will 

be re-trained and will not use the results of the previous 

training, so the actual evaluation metrics results will be 

obtained. The results of data training with four classes in a 

detection model can be seen in Table 2. 

TABLE II 

 RESULTS IN EVALUATION METRICS FOUR CLASSES 

Evaluation Metrics Results 

Precision (%) 62.6 
Recall (%) 64.2 
mAP@0.5 (%) 66.6 
mAP@0.5:0.95 (%) 28.2 
Training Time (seconds) 531 

 

The model training results in Table 2 show that adding 
catfish and tilapia increased precision to 62.6% and recall to 

64.2%. mAP@0.5 increased to 66.6%, while mAP@0.5:0.95 

increased to 28.2%. The improved metrics show that 

increasing the number of classes can increase feature diversity 

and lead to better generalization. However, the training time 

almost doubled, reaching 531 seconds. 

The third analysis adds two new classes, mackerel and 

catfish, so the overall classification becomes six classes: beef, 

chicken, tilapia, catfish, mackerel, and catfish. Similar to the 

previous analysis, the detection model training will be redone 

from the beginning, and the evaluation metrics results 
obtained can be seen in Table 3. 

TABLE III 

 RESULTS IN EVALUATION METRICS 6 CLASSES 

Evaluation Metrics Results 

Precision (%) 65.2 
Recall (%) 54.1 
mAP@0.5 (%) 61.5 
mAP@0.5:0.95 (%) 26.4 

Training Time (seconds) 791 

 
The model training results in Table 3, including mackerel 

and catfish, resulted in a precision of 65.2%, a recall of 54.1%, 

mAP@0.5 of 61.5%, and mAP@0.5:0.95 of 26.4%. Notably, 

recall decreased significantly compared to the 4-class setting, 

indicating that class imbalance or increased class competition 

may hinder model learning. The training time increased to 791 

seconds. 

The fourth analysis uses eight classes by adding two new 

classes: shrimp and chicken eggs. The total classes are beef, 

chicken, tilapia, catfish, mackerel, catfish, shrimp, and 

chicken eggs. Table 4 shows the results of training data with 
8 classes into a detection model. 

TABLE IV 

 RESULTS IN EVALUATION METRICS 8 CLASSES 

Evaluation Metrics Results 

Precision (%) 75.5 
Recall (%) 62.5 
mAP@0.5 (%) 71.2 
mAP@0.5:0.95 (%) 35.5 
Training Time (seconds) 1111 

 
The model training results in Table 4 by adding shrimp and 

chicken eggs, the model achieved its best performance, with 

precision 75.5%, recall 62.5%, mAP@0.5 71.2%, and 

mAP@0.5:0.95 35.5%. These results show that including 

diverse but manageable classes can optimize feature 

extraction, leading to higher accuracy. The training time was 

1111 seconds. 

The last analysis uses ten classes: beef, chicken meat, 

tilapia, catfish, mackerel, shrimp, chicken eggs, tofu, and 

tempeh. Two additional new classes will be used for data 

model training. The results of training data with ten classes in 
a detection model can be seen in Table 5. 

TABLE V 

 RESULT IN EVALUATION METRICS FOR 10 CLASSES 

Evaluation Metrics Results 

Precision (%) 73.1 
Recall (%) 62.3 
mAP@0.5 (%) 68.5 
mAP@0.5:0.95 (%) 34.9 
Training Time (seconds) 1286 

 
The model training results in Table 5 add tofu and tempeh, 

slightly reducing precision to 73.1%, recall to 62.3%, 

mAP@0.5 to 68.5%, and mAP@0.5:0.95 to 34.9%. This 

nonlinear behavior indicates a saturation point where 

increasing classes introduce additional complexity, reducing 

accuracy gains while slightly affecting training efficiency 

(1286 seconds). Figure 4 shows the comparison graph of the 

evaluation metrics' accuracy results from the five tests. 
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Fig. 4  Evaluation Metrics 

 

Figure 4 shows that testing with eight classes produces the 

highest evaluation metric accuracy compared to other tests. 

However, the results of testing with eight classes are slightly 

different from testing using ten classes. This shows that the 

detection performance in the 8eightand 10-class 

configurations is relatively similar, with precision values 

above 70%. The recall accuracy for these two configurations 
shows the same result, which is 62.5%. The difference in 

accuracy is seen in the value of mAP@0.5, with a difference 

of 2.7%, and mAP@0.5:0.95, with a difference of 0.6%. The 

increase in accuracy in the eight-class test compared to the 

previous test shows that a more balanced number of classes 

can improve the model's ability to detect objects accurately. 

However, the results from testing 10 classes show that 

increasing the number of classes further does not always 

provide a significant improvement, possibly due to increased 

data complexity or overfitting.  

The number of classes significantly influences the value of 
evaluation metrics such as precision, recall, mAP@0.5, and 

mAP@0.5:0.95. Five configurations of the number of classes 

were analyzed: 2, 4, 6, 8, and 10 classes. Precision improved 

until the configuration of 8 classes, which indicates the ability 

of the model to detect the correct objects accurately. However, 

at the 10-class configuration, precision experienced a slight 

decrease, which could be due to the added complexity of 

detecting more diverse objects. Recall also shows 

fluctuations, with the highest value at eight classes. This 

indicates that adding more classes can improve detection 

sensitivity, but at some point, the model faces challenges in 

correctly recognizing all objects.  
The mAP@0.5 value increases consistently up to the eight 

classes configuration but experiences a small decrease in the 

10 classes configuration. This decrease can be attributed to 

overfitting or a lack of model generalization on datasets with 

more classes. In contrast, mAP@0.5:0.95 tends to show more 

stable results but still experiences a slight decrease at the 10 

classes configuration. As the number of classes increases, the 

complexity of the dataset increases, which affects the ability 

of the model to learn from the data effectively. The model has 

more specific and limited data at smaller class configurations 

(2 and 4 classes), resulting in low accuracy. However, when 
the number of classes increases to 8, the model achieves an 

optimal balance between data diversity and the ability to learn 

effectively. 

In contrast, testing with two classes showed the lowest 

results. The evaluation metrics accuracy value did not reach 

60%, with precision of 59.5%, recall of 52.8%, mAP@0.5 of 

54.3%, and mAP@0.5:0.95 of 28.2%. This low accuracy 

could be due to the lack of data diversity in a very small 

configuration of classes, which limits the model's ability to 

recognize patterns effectively. 

When the number of classes increased to 4 and 6, the 

accuracy results showed a significant increase. In the four-

class configuration, the precision accuracy reached 62.6%, 

recall 64.2%, mAP@0.5 of 66.6%, and mAP@0.5:0.95 of 

28.2%. However, there was a slight decrease in the six-class 
configuration in the recall and mAP values, with a recall of 

54.1%, mAP@0.5 of 61.5%, and mAP@0.5:0.95 of 26.4%. 

This decrease indicates that as the number of classes 

increases, the model may face challenges in generalizing more 

complex patterns. 

Data model training and testing also require model training 

time; the results of this time are shown in Figure 5. 

 
Fig. 5  Training Time 

 

By previous research that discusses the training time of the 

model [44], the training time is influenced by the number of 

datasets used [45]. This study aims to analyze the effect of the 

number of classes on the accuracy of the evaluation metrics 

obtained. Each class consists of one hundred images with a 

resolution of 416 x 416 pixels. Figure 5 shows that the training 

time for a configuration with two classes takes 299 seconds. 

This training time is relatively fast, considering that the total 
dataset used consists of only two hundred images. In the 

second test with four classes, the training time is almost 

double that of the first configuration, which is 531 seconds 

with a total dataset of four hundred images. The third training, 

which used six classes, took 791 seconds. This shows that the 

training time increases as the number of classes increases, but 

the increase is not always linear. The total dataset in this 

configuration was 600 images. The training time was 

recorded at 1111 seconds in the fourth training with eight 

classes. However, the number of classes increased from 2 to 

8 with a total dataset of 800 images. The fifth training, with a 

configuration of 10 classes, took 1286 seconds to process 
1000 images. This training time was the highest compared to 

the other configurations. However, the increase in training 

time from the fourth configuration (8 classes) to the fifth 

configuration (10 classes) was only 175 seconds, indicating 

that the training efficiency was maintained despite the 

increased number of classes. 

The results show that the training time increases as the 

number of classes increases because the model must process 

more information. However, the increase in training time is 
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not always proportional to the increase in accuracy. Although 

the training time increased in the configuration with 10 

classes, the accuracy decreased. This indicates that increasing 

the number of classes does not always positively impact 

model performance. 

IV. CONCLUSION 

This study aims to analyze the effect of the number of 

classes on the accuracy of evaluation metrics in the YOLOv5 

model. The results show that the configuration with eight 

classes produces the best evaluation metrics, including 

precision of 75.5%, recall of 62.5%, mAP@0.5 of 71.2%, and 

mAP@0.5:0.95 of 35.5%. This configuration reflects the 

optimal balance between the number of classes and the 

model's ability to recognize patterns effectively without 

adding excessive complexity. In contrast, the configuration 

with ten classes limits the model's generalization. Although 

the training time increased, the accuracy did not significantly 
improve, with a difference in precision of 2.3% lower than the 

configuration with eight classes. This suggests that increasing 

the number of classes may increase the complexity of the 

model without providing a proportional accuracy gain. In 

addition, the training time increases consistently as the 

number of classes increases. For example, training with 10 

classes takes 1286 seconds, while the configuration with eight 

classes takes 1111 seconds.  

However, increased training time is not always followed by 

increased accuracy, underscoring the importance of time 

efficiency in experiment design. This research shows that the 

optimal number of classes is essential for maximizing object 
detection models' accuracy and training efficiency. These 

results guide dataset design and model setup in object 

detection applications, emphasizing the balance between the 

number of classes, training time, and optimal accuracy results. 

This research provides important insights that determine the 

correct number of classes, which is critical to maximizing the 

performance of object detection models. These results can be 

used as a guide in dataset design and model training in future 

object detection applications. 
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