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Abstract—Face Recognition is a well-known image analysis application in the branches of pattern recognition and computer vision. It
utilizes the uniqueness of human facial characteristicsfor personnel identification and verification. For along time, the recognition of
facial expressions by using computer-based applications has been an active area of study to recognize face scheme through a face
image database. It is used in a variety of essential fields of modern life such as security systems, criminal identification, video
retrieval, passport and credit cards. In general, face recognition process can be summarized in three distinct steps. preprocessing,
feature extraction, and classification. At first, histogram equalization and median filter are applied as preprocessing methods.
Secondly, Gabor wavelets transform extracts the features of desirable facial characterized by, orientation selectivity, spatial locality,
and spatial frequency to keep up the variations caused by the varying of facial expression and illumination. In addition to that,
Principal Component Analysis methodology (PCA) is used in dimensionality reduction. At last, Support vector machine (SVM) is
applied in classifying the feature of the image according to the classis of every mage. In order to test the approach used in this
research, experiments were running on Yale database of 165 images from 15 individuals in MATLAB environment. The results
obtained from the experiments confirmed the accuracy and robustness of the proposed system.

Keywords— face recognition; gabor waveletstransform; principal component analysis; support vector machine.

during scanning of the image. To do that, all the images

I. INTRODUCTION must be the same size and to be normalized. After that, a

Face Recognition deals with the unique facial methc_)d is_ used in reducin_g the di_mensions pf the image data

characteristics of humans; it is a job of recognizing a by using Image compression b‘?‘S'Cs to pr_owde a siructure of
detected face and identifying exactly who the person iSthe most effective low dimension of facial pattern. Useful

through involving image processing and pattern recognition. information is dropped after this reduction, and the structure

It can be used in several important areas, such as identit f the face is deco_mposed intouncorrelated components
authentication, video recovery, and security services. Face(orthogonal)_called e|ge_nfaces. A vector of the weighted sum
recognition is a biometric software application. Biometric featgre of e|g_enfaces IS useq to represent each fa}ce image
can be defined as the series of steps used to measure tﬁ@at IS saved_ln a one—d|me_n5|onal matrix. A_gallery Image 1s
physical and behavioral characteristics of a person for(t:)omparedhw!th the prpbef|mage by compt#mg trr:e d|starr]1§e
verification and identification. The dimensions of the facial P€Ween their respective feature vectors; then, the matching
images are higher and thus need a large amount of €sult will be disclosed. This linear approach is widely used
computing time. The recognition and classification time can In appearance—based approaches for face recognition. This
be minimized by reducing the aspects of the image data_gpproach aims to sol\_/e the p_robler_n of recognition within an
These factors affect the quality and performance of theMage space of a higher dimension of the representation
" . 5].

recognition and make it harder to apply [1]-[4]. space | . .

Principal Component Analysis Method (PCA) employs Gabor wavelet [6] was presented in 1946 by David Gabor.

eigenfaces for adjusting the mouth and eyes of the face! "€ Gaussian envelope is used to modulate the Gabor
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wavelet with a specific orientation and frequency in a wave Il. MATERIALS AND METHOD

of the sinusoidal plane. It can illustrate the structure of ¢ design of the system can be described in three steps:
spatial frequency, whereas preserving the spatial relationspre_processing features extraction and  classification.

information, so, is appropriate for evolving the contents of pisioqram equalization and median filter are used in the first
the pattern of orientation-dependent frequency. Gaborgiey in filtering noise and adjusting image intensities. In the
features could efficiently extract the face local features at g gcqng step, the PCA method is used to extract image

multiple directions and multiple scales; however, this may taatures. In the final step, SVM is used to classify the

lead to a sharp rise in data volumes. In Gabor filter, agyiracting features. The three steps are explained in the
rectangular graph is used in characterizing faces with Iocalﬁgure below:

features extracted at deformable nodes using Gabor wavelets
[7].- The technique can effectively collect several features of

the human face and make it very easy to describe and Input Image
recognize all kinds of information [8]. Support vector

machine (SVM) verified to attain better recognition J/
performance than many other generative classifiers, due to

the fewer amounts of needed training data. It also

Preprcoessing

concentrates on the field of machine learning, and it is the histgram equalization
newest part of the statistical learning theory and still is in the and median filter
stage of development [3].

Vinay, A., Shekhar, V.S., Murthy, K.B., and Natarajan, l

S., [9] presented an in-depth comparison of Gabor-PCA and
Gabor-KPCA techniques on ORL database. They showed

Feature extraction

Discrete Wavelete transform and

that the Gabor-PCA variant is better suited for face Gabor Filter
recognition tasks when Gabor is employed as the feature
extractor. B.S. Oh, K.A. Toh, A. Teoh, et al. [10] proposed a \L

face recognition based single hidden layer analytic Gabor

feedforward network. They trained the network model Classification

analytically using a single sample per identity on five face SVM
datasets. They showed that the obtained solution is globally
optimal with respect to the classification total error rate. Fig.1 System Design Scheme

Cament LA, Galdames FJ, Bowyer KW, Perez CA [11] )

proposed a new Gabor-based method that modifies the grid® Pré-Processing

using a mesh to model face deformations produced by Pre-processing is the initial and most important step in

varying pose. They improved recognition performance by recognition of face because the results of the next steps
using a statistical model of the scores computed by using thedepend on it. Two common techniques are used: a histogram
Gabor features. They tested the method on the CMU-PIEequalization that is applied to improve the contrast of the

and FERET databases and concluded that the performancenage and a median filter that is used to remove the noise
obtained in the CMU-PIE database is best, among otherfrom the image.

methods published.

input: dataset of N face images face: K x K bitmap of pixels ~ “unfold” each bitmap to

8 83 s i £ K2-dimensional vector
g arrange in a matrix

each face = column
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set of m eigenvectors
each is K2-dimensional

Fig.2 PCA Eigenfaces

960



B. PCA Where the arrayl = [®; &, ..... D, ]. however, the arra¢

PCA extracts feature using eigenfaces, let an image ofis N2 by N2, and determining theV? eigenvalues and
face I(x,y) be two-dimensionalN by N array of 8-bit  eigenvectors is an intractable task for the sizes of typical
intensity values. PCA main idea is to find the vectors within image, then the appropriate linear combinations of the face
the space of the entire image. Let the face images training sefmage ®;, is taken, by considering the eigenvectofsof
bel}, I, 15 .. ... Iy, they =% M | T, can be defined as the AA” such that:

average set, each face varies from this average by the
@, =T; — . then PCA searches for a setMfuncorrelated
vectors,u,, which defines the distribution of data. The kth
vectoru,, is chosen such that:

AT Av; = (5)

multiplying both sides byl

AAT Av; = p;Av; 6
he =L I, ® LT A ©
Then theAv; are the eigenvectors 6f= AAT, following
Is the maximum dependent on this analysis thé/ by N matrixL = ATA can be constructed
— where L,,, = ®T &, and find theM eigenvectors; of L.
ulu, = 6y = { Lifl= k } (2) these vectors calculate linear combinations ofMheaining
0 otherwise

set of face images to form the eigenfacges

The scalersi, and vectorsu, are the eigenvalues and

— \\M —
eigenvectors, respectively, of the covariance matrix. U = Yie=1 Ve P [=12...M ()

The calculations are greatly reduced with this analysis,

1
¢= Ezgﬂ ®, Py @) form the order ofV2 of images pixels to the order 8f of
the images training set [12].
= AAT (4)
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Fig.3 Gabor Filter Kernel

Gabor filter can be represented by a Gaussian kernel

C. Gabor Wavelets function in the spatial domain and can be modulated by a
Gabor Wavelets are used for analyzing images due tocomplex sinusoidal plane wave, defined as:

their computational properties and biological relevance. The

Gabor wavelets, with kernels that are like the two- _ r* _ x4y?y" . '

dimensional receptive area profiles of the mammalian GGy = ﬂVﬂeXp( 20? )EXp(Jznfx 2

cortical simple cells, offer strong features of orientation

selectivity and spatial locality and are best centralized in the x'=xcos6 +ysinf 8
frequency and space domains [10]. The Gabor filter-based . _
features can be extracted from the gray-level images. a 2-D y' = —xsinf +ycosf 9)
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Where f is the sinusoid frequencyp is the offset of

phaseg is the standard deviation of the Gaussian envelope,

y is the spatial aspect ratio which specifies the ellipticity of
the support of the Gabor function armd represents the
normal orientation to the parallel stripes of a Gabor function
[14], [15].

D. SYM
SVM consider separating of data into two different
categories withN points such that{(x;,y;)}}=, andy; €

{—1, +1}. Wherex; representvV dimensional vector whereas
y; represent the label of class of the vector. In SVM the

hyperplane is used to separate the points of the two

categories:
WTx+b=0 (20)
i 2 S g M
Fig.4 SVM

SVM tries to maximize the distance between the closest

where w is an adaptive vector weighk represents the
vector, and refers to the bias, the functional margin can be
illustrated as:

WTx; + by = +1 >y, = +1 (11)

WIx;+by<—-1-y, =-1 (12)

by taking one poin¥/, andb,, the geometrical distance
of a pointx can be represented as:

_ Iwox+bgl|
d(WOI bOI x) - ||W0|| (13)
Face Train
I|I=II

Stage

and 8 GB of memory running under the Windows 7

point of these two categories with the hyperplane. thus, theoperating system.

best separation of the data is the one that minimized:

BW) =Wl =>W.w") (14)
The problem optimization can be attained by maximizing

the dual Lagrange formula:
1
Q@) =XL, a; - ;Zliv=1 Yo @ayyi(x.y;)  (15)
Lagrange multiplier must subject to the constraints:

;20,5 ay, =0 (16)
Only a small number ofa; is none zero, which
corresponds to one training data point that lies on the borde!

of the margin and is called Support Vectors [16], [17].

I1l. RESULTS ANDDISCUSSION

The proposed approach implemented uses MATLAB
2018a. The Image processing toolbox, computer vision
system toolbox, and statistics and machine learning toolbox
are used to build the program. All simulated experimentation
used a personal computer with Core i5-2540M CPU 2.6 GHz
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The proposed system is made up of three steps: Pre-
processing features extraction and classification. Gabor
wavelet is used in extracting features. PCA is used in
reducing the dimension of the image, and SVM is used in
classifying the extracted features. The first two principal
components are shown in figure 5.
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Component 1

0.05 0.1 0156

Fig.5 The first two principal component



Experiments using Gabor wavelet method

are recognition can produce better results. The aggregation of

implemented on the Yale database to calculate theGabor wavelet transforms, Principal Component Analysis
performance of the system. The Yale database involves 16§PCA), and Support Vector Machine (SVM) is effective in
individual images of 15 different persons with 11 different this face recognition system.

images under different exposure, light, and perspective for
each person. The resolution of the images is 243 x 320 pixels
of 265 gray levels per pixel; samples of the images areqy
shown in the Figure below.

(2]

(3]

(4]

Fig.6 Samples of Face Image [5]

The database is divided into train and test sets. In the
train, seven images of class one (S1) to class thirteen (81356]
are taken. On the other hand, the remaining four images of7)
class one (S1) to class thirteen (S13), in addition to all
eleven images in class fourteen (S14) and fifteen (S15), ar
selected as test images. In this way, 91 images have bee
used for training, and 74 images have been used for the test.
In the testing process, the methodology of face recognition[9]
run on some test images where the results are known
previously. Then the same method is tested on some new
images to consider the robustness, accuracy, and speed ¢fo
the methodology. The testing proved that the accuracy is
acceptable, with a percentage of above 98.7% of success.
Table I. presents a comparison between our proposed[ll]
method with the others implemented in the literature review.

TABLE |
COMPARISON OFACCURACY BETWEEN DIFFERENTMETHOD

8]

[12]
No. Method Accuracy [13]

1 Our proposed method 98.7%
2 Gabor-PCA 87.5% [14]
3 Gabor-KPCA 86.67%
4 ACFN 96%

[15]
5 LMG 96.4%

IV. CONCLUSION

As a result of the method and design of the face [16]
recognition system described in this research paper, a robust
and accurate system was developed for face recognition. Our
experiments outperformed the methods used in a literatureg
review by 11.2% compared with Gabor-PCA, 12.03%, 2.7%,
and 2.3% with Gabor-KPCA, ACFN, and LMG,
respectively. We can conclude that combining the methods
used in preprocessing, feature extraction, classification, and
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